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## 1. Introduction

This paper studies the identification and estimation of a static binary decision game of incomplete information. We make no parametric assumptions on the joint distribution of private signals and allow them to be correlated. We show that the parameters of interest can be point-identified subject to a scale normalization under mild support requirements for the regressors (publicly observed state variables) and errors (private signals). Following Manski and Tamer (2002), we propose a maximum score type estimator for the structural parameters and establish its asymptotic properties.

Static binary decision games have many applications. Bjorn and Vuong (1984), for example, studies labor force participation. Recently, this class of games are more widely adopted in the empirical industrial organization literature for studying firms' entry behavior (e.g. Berry, 1992; Bresnahan and Reiss, 1990, 1991a,b; Ciliberto and Tamer, 2009; Jia, 2008). In much of this literature, an agent's payoff often depends on not only his covariates, but also other agents' choices. Therefore, the strategic effects are embedded in the equilibrium of the game model, which usually is a solution to a set of simultaneous equations. Recent contributions in static game of incomplete information includes Aguirregabiria and Mira (2002), Aradillas-Lopez (2010), Bajari, Hong, Krainer, and Nekipelov (2010), de Paula and Tang (2010), Lewbel and Tang (2012), Pesendorfer and Schmidt-Dengler (2003) and Tang (2010).

In this paper, we propose a new methodology that contributes to the literature in two respects. First, we do not require the (conditional) independence of private signals across players, as e.g., Aguirregabiria and Mira (2002), Bajari, Hong, Krainer, and Nekipelov (2010), and de Paula and Tang (2010) do. Instead, we assume that the private signals are positively regression dependent, conditional on the publicly observed states, which includes (conditional) independence as a special case. Positive regression dependence is a weaker notion of positive dependence than alternatives such as positive affiliation and decreasing inverse hazard rates, but stronger than positive correlation. We provide a numerical example
showing that ignoring the correlation between the private signals results in inconsistent estimates.

Allowing correlated private signals in discrete games is motivated primarily by empirical concerns. The (conditional) independence assumption, commonly assumed in the literature, is convenient but also implies that equilibrium choices must be conditionally independent, an implication which could be invalidated by data. In many empirical applications, e.g. in the study of oligopolies' strategic entry, there is indeed not much of theoretical justification that the firms' private profit shocks should be independent of each other. On the contrary, one would expect the shocks to be positively correlated as they may originate from demand and cost shifters of the same market. Bajari, Hong, Krainer, and Nekipelov (2010) studies stock recommendations, including "strong buy", "buy", "hold", and "sell", for high technology stocks from equity market analysts. The payoff relevant private signals received by analysts would be correlated with each other, if these signals reflect their customers preference shocks and their customer groups overlap or interact with each other.

Second, we make no parametric assumptions on the joint distribution of private signals, which distinguishes our paper from Xu (2011). We provide a semiparametric identification procedure without explicitly solving an equilibrium. Our model also accommodates heteroskedasticity of unknown form, as we assume the conditional median independence of the private signals given the publicly observed states. It turns out that the point identification of structural parameters only requires a similar set of weak conditions as in single agent binary decision models (Manski, 1975). The method developed in this paper hence sheds some lights on the comparison between the identification of a semiparametric binary response model with and without strategic interactions.

Aradillas-Lopez (2010) also proposes a semiparametric approach in a similar setup of a discrete choice game of incomplete information, in which private signals are allowed to be correlated. Aradillas-Lopez (2010) adopts an equilibrium notation that uses the beliefs concept suggested by Aumann (1987). Our paper, on the other hand, focuses on the standard Bayesian Nash Equilibrium (BNE) concept (see, e.g., Fudenberg and Tirole, 1991, Chapter
6), which delivers a different set of structural equations from Aradillas-Lopez (2010)'s. We provide a more detailed comparison in Section 7.

We achieve point identification at infinity (of regressor values). With a Monotone Strategy Bayesian Equilibrium (MSBE) being played, ${ }^{1}$ we show that the equilibrium strategies can be represented by a semiparametric binary response model with an unobserved regressor. We derive (estimable) bounds for the unobserved regressor. Under further mild assumptions, mainly a support condition about the regressors (similar to that in Manski, 1975), the upper and lower bounds on the unobserved regressor can be shown to converge to each other at the infinity of regressor values. Point identification then follows in the same way as with the maximum score estimator. The strategy of identification at infinity is first adopted by Chamberlain (1986), Heckman (1990) and Manski (1975, 1985, 1988). In the empirical game literature, it can also be found in Bajari, Hong, and Ryan (2010) and Tamer (2003) in their studies of complete information games with multiple equilibria.

Because of the nature of our identification and weak model restrictions imposed, our estimator follows the principles of the maximum score estimator (see Manski, 1975, 1985, 1988; Manski and Tamer, 2002). In particular, we extend Manski and Tamer (2002) and propose a two-step modified maximum score estimator in which the bounds of unobserved beliefs are nonparametrically estimated in the first step. By extending Kim and Pollard (1990); Nolan and Pollard (1988), we also show our estimator is $\sqrt[3]{n}$ consistent and has a non-normal limiting distribution. Our estimation approach is thus different from most of the literature, e.g. Aguirregabiria and Mira (2002), Aradillas-Lopez (2010) and Bajari, Hong, Krainer, and Nekipelov (2010), where (pseudo) likelihood based approaches are used. Our estimation method is also different from Tang (2010) who takes a single index approach.

The rest of this paper is organized as follows. Section 2 introduces the game model, explains the set of structural equations delivered by BNE solution and characterizes sufficient conditions for the existence of MSBE. In Section 3 we derive the bounds for the equilibrium

[^1]strategy and show the point identification of the structural parameters. Further, in Section 4, we propose a two-step modified maximum score estimator and establish its $\sqrt[3]{n}$-consistency and the limiting distribution. Section 5 contains an extension to the partial identification of structural parameters under weaker conditions. Section 6 gives a simulation example to illustrate the performance of our estimator in finite samples. Section 7 provides discussions.

## 2. Model

We study the following 2-by-2 static game of incomplete information:

|  | $Y_{2}=1$ | $Y_{2}=0$ |
| :---: | :---: | :---: |
| $Y_{1}=1$ | $X_{1}^{\prime} \beta_{1}-\alpha_{1}-U_{1}, X_{2}^{\prime} \beta_{2}-\alpha_{2}-U_{2}$ | $X_{1}^{\prime} \beta_{1}-U_{1}, 0$ |
| $Y_{1}=0$ | $0, X_{2}^{\prime} \beta_{2}-U_{2}$ | 0,0 |

In this game, two players, $j=1,2$, simultaneously make choices $Y_{j} \in\{0,1\}$. The first number in a cell of the matrix is the payoff of player 1 under the corresponding choice profile. A state of the game is $(X, U)$, where $X=\left(X_{1}^{\prime}, X_{2}^{\prime}\right)^{\prime}$ and $U=\left(U_{1}, U_{2}\right)^{\prime} . X_{j} \in \mathscr{X}_{j} \subseteq \mathbb{R}^{d_{j}}$, $d_{j} \in \mathbb{N}^{+}$, is a vector of publicly observed variables. $U_{j} \in \mathbb{R}$ is the private signal observed only by player $j$. Let $F_{X U}$ be the joint distribution function of $(X, U)$. We assume that $F_{X U}$ is common knowledge.

In this structure, $\beta_{j} \in \mathbb{R}^{d_{j}}$ and $\alpha_{j} \in \mathbb{R}$ are the parameters of interest. $\alpha_{j}$ measures the strategic effect: how the action of the other player $(-j)$ affects the payoff of player $j$ when choosing $Y_{j}=1$. Let $\beta=\left(\beta_{1}^{\prime}, \beta_{2}^{\prime}\right)^{\prime}$, $\alpha=\left(\alpha_{1}, \alpha_{2}\right)^{\prime}$. We assume $\alpha_{j} \geq 0$ for the brevity of our notation. ${ }^{2}$

Player $j$ chooses action 1 if and only if his expected payoff is greater than 0 ,

$$
\begin{equation*}
Y_{j}=\mathbf{1}\left[X_{j}^{\prime} \beta_{j}-\alpha_{j} \mathbb{P}\left(Y_{-j}=1 \mid X, U_{j}\right)-U_{j} \geq 0\right] \tag{1}
\end{equation*}
$$

[^2]where $\mathbf{1}[\cdot]$ is the indicator function. The term $\mathbb{P}\left(Y_{-j}=1 \mid X, U_{j}\right)$ is player $j$ 's expectation about the other player's action (based on player $j$ 's information). Equation (1) defines a set of simultaneous equations which are our econometric model. Aradillas-Lopez (2010) adopts a different belief concept suggested by Aumann (1987), which delivers a different set of simultaneous equations. (See our Section 7 for a more detailed discussion.)

A special type of BNE that we are interested in is the MSBE. Monotonicity of equilibrium strategies is a desirable property in many other applications of incomplete information games, e.g. auctions, differentiated-product price-competition and global games. With an MSBE, the equilibrium strategies are weakly monotone functions, i.e., there exists a cutoff-value function profile $u^{*}=\left(u_{1}^{*}, u_{2}^{*}\right): \mathscr{X} \rightarrow \mathbb{R}^{2}$ such that for each $j$,

$$
\begin{equation*}
Y_{j}=\mathbf{1}\left[U_{j} \leq u_{j}^{*}(X)\right] . \tag{2}
\end{equation*}
$$

The MSBE equilibrium concept used here is somewhat restrictive, but is widely employed in the empirical game literature, explicitly or implicitly. Note that the usual assumption of the independent private signals necessarily implies that any equilibrium in this binary decision game has to be a monotone strategy equilibrium.

Athey (2001) provides the pioneering result that a monotone pure-strategy equilibrium exists whenever a Bayesian game obeys a Spence-Mirlees single-crossing condition (SCC). In the model we are considering here, the SCC is satisfied if Assumption A holds.

Assumption A. The conditional density $f_{U \mid X}(\cdot \mid \cdot)$ of $\left(U_{1}, U_{2}\right)$ given $X$ exists. For $j \in$ $\{1,2\}$, for any $t \in \mathbb{R}$ and $x \in \mathscr{X}, u_{j}+\alpha_{j} \mathbb{P}\left(U_{-j} \leq t \mid X=x, U_{j}=u_{j}\right)$ is non-decreasing in $u_{j}$.

Assumption A implies that when his opponent plays a monotone strategy, a player's best response is nondecreasing in his private signal. It imposes a restriction on the curvature of the conditional copula function $C_{U \mid X}$ of $U_{1}$ and $U_{2}$ given $X .{ }^{3}$ In a special case where

[^3]$U$ is parametrized to be bivariately normal distributed with mean zero and unit variance, Assumption A implies that the correlation between $U_{1}$ and $U_{2}$ is bounded above (below one), vis-a-vis the magnitude of $\alpha$. Assumption A is trivially satisfied when $U_{1}$ and $U_{2}$ are independent, conditional on $X$.

Lemma 1. Suppose that Assumption A holds. Then for any $X=x \in \mathscr{X}$, there exists an MSBE with equilibrium strategies characterized by Equation (2).

Proof. See Appendix A.1.

Note that Assumption A does not rule out the possibility of the existence of non-monotone strategy Bayesian equilibria. Under Assumption A, however, we implicitly assume that only one MSBE is played in equilibrium.

Furthermore, Assumption A is a sufficient condition for the existence of an MSBE. Our analysis stays valid as long as an MSBE exists and is adopted. In addition, if there is an identifiable subset of $\mathscr{X}$ on which an MSBE is played, our analysis can still be applied by using data belonging to the subset. ${ }^{4}$

## 3. IdENTIFICATION

In this section we study the identification of $(\alpha, \beta)$. Researchers observe $X$ and $Y$, but not the private signals $U$. Our identification strategy is as follows. We first derive (estimable) bounds for the equilibrium strategies of the players under the assumption that $U_{1}$ and $U_{2}$ are positively regression dependent conditional on $X$ (Assumption B below). Then we show that the bounds can be arbitrarily close to each other when some argument of the regressors goes to infinity (Lemma 2). These results deliver the point-identification of $(\alpha, \beta)$.

Assumption B. (positive regression dependence) For $j \in\{1,2\}$, for any $x \in \mathscr{X}$ and any $t \in \mathbb{R}, \mathbb{P}\left(U_{-j} \leq t \mid X=x, U_{j}=u_{j}\right)$ is non-increasing in $u_{j}$.

Suppose that $\alpha_{1}>0$ and the copula function is twice differentiable, then the condition stated in the assumption says that $\frac{\partial^{2} C\left(s_{1}, s_{2}\right)}{\partial s_{1}^{2}} \geq-\frac{1}{\alpha_{1} f u_{1}\left(F_{u_{1}}^{-1}\left(s_{1}\right)\right)}$. Similarly, we have $\frac{\partial^{2} C\left(s_{1}, s_{2}\right)}{\partial s_{2}^{2}} \geq-\frac{1}{\alpha_{2} f u_{2}\left(F_{u_{2}}^{-1}\left(s_{2}\right)\right)}$.
${ }^{4} \mathrm{Xu}$ (2011) proposes a method to identify such a subset in a parametric framework.

Positive regression dependence is a weaker notion of positive dependence than other alternatives such as positive affiliation and decreasing inverse hazard rate. ${ }^{5}$ Weaker correlation between $U_{1}$ and $U_{2}$ implies less restrictions on $\alpha_{j}$. Note that, together with Assumption A, Assumption B further imposes restrictions on the scale of the strategic components: $\alpha_{j} \leq-\frac{1}{\partial \mathbb{P}\left(U_{-j} \leq t \mid X=x, U_{j}=u_{j}\right) / \partial u_{j}}$ for all $x, t$ and $u_{j}$.

Under Assumption B, we are able to represent the equilibrium strategies by a semiparametric binary regression model with interval-observed data (see Manski and Tamer, 2002). To motivate, suppose that $\mathbb{P}\left(U_{-j} \leq t \mid X=x, U_{j}=u_{j}\right)$ is continuous in $u_{j}$ for all $t \in \mathbb{R}$ and $x \in \mathscr{X}$ (we actually do not assume this in Theorem 1). Given the equilibrium is monotone, and conditional on any $x \in \mathscr{X}$, player $j$ receives zero expected payoff when the value of his private signal equals to $u_{j}^{*}(x)$,

$$
\begin{equation*}
x_{j}^{\prime} \beta_{j}-\alpha_{j} \mathbb{P}\left(U_{-j} \leq u_{-j}^{*}(x) \mid X=x, U_{j}=u_{j}^{*}(x)\right)-u_{j}^{*}(x)=0 . \tag{3}
\end{equation*}
$$

By the definition of MSBE, it follows that

$$
\begin{align*}
& Y_{j}=1\left[U_{j} \leq u_{j}^{*}(x)\right] \\
& \qquad \quad=1\left[U_{j} \leq x_{j}^{\prime} \beta_{j}-\alpha_{j} \mathbb{P}\left(U_{-j} \leq u_{-j}^{*}(x) \mid X=x, U_{j}=u_{j}^{*}(x)\right)\right] . \tag{4}
\end{align*}
$$

Note that the term $\mathbb{P}\left(U_{-j} \leq u_{-j}^{*}(x) \mid X=x, U_{j}=u_{j}^{*}(x)\right)$ in Equation (4) is an unobservable regressor of the binary response model. Let $v_{j}^{0}(x)=\mathbb{P}\left(Y_{-j}=1 \mid X=x, Y_{j}=0\right)$ and $v_{j}^{1}(x)=\mathbb{P}\left(Y_{-j}=1 \mid X=x, Y_{j}=1\right)$. Assumption B implies that,

$$
\begin{aligned}
v_{j}^{0}(x)=\mathbb{P}\left[U_{-j} \leq u_{-j}^{*}(x) \mid X\right. & \left.=x, U_{j}>u_{j}^{*}(x)\right] \\
\leq \mathbb{P}\left[U_{-j}\right. & \left.\leq u_{-j}^{*}(x) \mid X=x, U_{j}=u_{j}^{*}(x)\right] \\
& \leq \mathbb{P}\left[U_{-j} \leq u_{-j}^{*}(x) \mid X=x, U_{j} \leq u_{j}^{*}(x)\right]=v_{j}^{1}(x)
\end{aligned}
$$

[^4]Hence the unobserved regressor, as a function of $x$, is bounded by a pair of estimable functions. The result is formally summarized in Theorem 1.

Theorem 1. Suppose that Assumptions $A$ and $B$ are satisfied. Then for player $j=1,2$, the equilibrium strategy of player $j$ is represented by the structure

$$
\begin{equation*}
Y_{j}=\boldsymbol{1}\left[U_{j} \leq X_{j}^{\prime} \beta_{j}-\alpha_{j} v_{j}(X)\right] ; \quad \mathbb{P}\left(v_{j}^{0}(X) \leq v_{j}(X) \leq v_{j}^{1}(X)\right)=1 \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{j}(x)=\mathbb{P}\left(U_{-j} \leq u_{-j}^{*}(x) \mid X=x, U_{j}=u_{j}^{*}(x)\right) \tag{6}
\end{equation*}
$$

Proof. See Appendix A.2.

We have a few comments on Theorem 1. First, the bounds $v_{j}^{0}$ and $v_{j}^{1}$ are estimable. We study the identification taking $v_{j}^{0}$ and $v_{j}^{1}$ as known. Second, if $U_{1}$ and $U_{2}$ are independent conditional on $X$, then $v_{j}^{1}(x)=v_{j}^{0}(x)$ for all $x \in \mathscr{X}$. If the inequality in Assumption B holds strictly on a subset $\tilde{\mathscr{X}}_{j}$ of $\mathscr{X}_{j}$ (a violation to conditional independence), then $v_{j}^{1}(x)>$ $v_{j}^{0}(x)$ for all $x \in \tilde{\mathscr{X}}$. Theorem 1 thus provides a testable implication for conditional independence provided players play one MSBE. ${ }^{6}$ Further, we can relax Assumption B by requiring $\mathbb{P}\left(U_{-j} \leq t \mid X=x, U_{j}=u_{j}\right)$ be monotonic in $u_{j}$ for all $t$ and $x$, i.e., our model allows for both positive and negative regression dependence. Similar results as stated in Theorem 1 follow by redefining $v_{j}^{1}$ and $v_{j}^{0}$. We maintain Assumption B throughout this paper for the ease of notation.

Assumption C. Med $\left(U_{j} \mid X=x\right)=0$ for $j \in\{1,2\}$ and all $x \in \mathscr{X}$.
Assumption D. For $j=1,2$, there exists no proper linear subspace of $\mathbb{R}^{d_{j}}$ having probability 1 under $F_{X_{j}}$.

Assumptions C and D are also made in Manski (1985) for a single agent binary response model. Assumption C imposes a conditional median independence restriction on the private

[^5]signals. Normalizing the median to be zero is innocuous as long as a constant term is included in $X_{j}$. This assumption allows for heteroskedasticity of unknown form. Assumption D excludes multicollinearity.

Let $X_{j, 1}$ be the first regressor for player $j$. Let $\tilde{X}_{j}=\left(X_{j, 2}, \cdots, X_{j, d_{j}}\right)^{\prime}$. We define $\beta_{j, 1}$ and $\tilde{\beta}_{j}$ in the same way.

Assumption E. $\beta_{j, 1} \neq 0$. The distribution of $X_{j, 1}$ conditional on $\left(\tilde{X}_{j}, X_{-j}\right)$ has everywhere positive density with respect to the Lebesgue measure.

Assumption E requires that for each player there exists a special regressor which is continuously distributed and has unbounded support conditional on the rest of regressors. Manski (1985) makes a assumption similar to Assumption E. We require that the conditioning variables include not only the rest of the regressors of player $j$, but also all of player $-j$ 's regressors, which implies an exclusive restriction to the model. This requirement excludes the possibility of using a state variable that is common to both players, e.g. a macroeconomic variable, as the special regressor. Similar exclusion restriction can also be found in Bajari, Chernozhukov, Hong, and Nekipelov (2009) and de Paula and Tang (2010).

Assumption $\mathbf{F}$. For all $u \in \mathbb{R}$ and all $x_{j} \in \mathscr{X}_{j}$,

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} \mathbb{P}\left(U_{-j} \leq t-\alpha_{-j} \mid X_{j}=x_{j}, X_{-j}^{\prime} \beta_{-j}=t, U_{j} \geq u\right)=1 \\
& \lim _{t \rightarrow-\infty} \mathbb{P}\left(U_{-j} \leq t \mid X_{j}=x_{j}, X_{-j}^{\prime} \beta_{-j}=t, U_{j} \leq u\right)=0
\end{aligned}
$$

Assumption F requires that the conditional tail probability of $U_{-j}$ is arbitrarily small when the conditioning variable $X_{-j}^{\prime} \beta_{-j}$ approaches $\pm \infty$. Assumption F is trivially satisfied when $U$ and $X$ are independent, or when the support of the distribution of $U$ is bounded.

Lemma 2. Suppose that Assumptions A to $F$ hold. Then for all $\epsilon>0$ and all $x_{j} \in \mathscr{X}$,

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty} \mathbb{P}\left(v_{j}^{0}(X) \leq 1-\epsilon \mid X_{j}=x_{j}, X_{-j}^{\prime} \beta_{-j}=t\right)=0 \\
& \lim _{t \rightarrow-\infty} \mathbb{P}\left(v_{j}^{1}(X) \leq \epsilon \mid X_{j}=x_{j}, X_{-j}^{\prime} \beta_{-j}=t\right)=1
\end{aligned}
$$

Proof. See Appendix A.3.

Note that since $\nu_{j}^{0}(x) \leq v_{j}^{1}(x) \leq 1$ for all $x$, it follows from Lemma 2 that both $v_{j}^{0}$ and $v_{j}^{1}$ converge to 1 in probability as $x_{-j}^{\prime} \beta_{-j}$ goes to $+\infty$. Meanwhile, both bounds converge to 0 in probability as $x_{-j}^{\prime} \beta_{-j}$ goes to $-\infty$.

In Manski $(1975,1985)$ and Manski and Tamer $(2002)$, the parameters of interest can only be identified up to scale. For the same reason, we can only identify $\left(\alpha_{j}, \beta_{j}\right)$ up to scale for each $j$ in our model. We normalize $\left|\beta_{j, 1}\right|=1$.

Theorem 2. Suppose that Assumptions A to $F$ hold. Then $(\alpha, \beta)$ is point identified.

## Proof. See Appendix A.4.

In our model, the support condition on regressor $X_{j, 1}$ plays an extra role under Assumption F other than in Manski (1985): when $x_{1}^{\prime} \beta_{1}$ goes to $+\infty(-\infty)$, both $v_{2}^{1}$ and $v_{2}^{0}$ converge to 1 (0). Thus we take advantage of both infinities, at which the unobserved regressor behaves as an observed $0-1$ variable. We can then achieve point identification of $(\alpha, \beta)$ in the same way as that in a single agent binary response model.

## 4. Estimation

We now propose an estimator which is motivated by the modified maximum score estimator (MMSE) of Manski and Tamer (2002). We modify the objective function in Manski and Tamer (2002) by using the density function $f_{X}$ as weighting factors of scores. Our estimation consists of two steps. First, we non-parametrically estimate of our bounds $\left(v_{j}^{0}(\cdot), v_{j}^{1}(\cdot)\right), f_{X}$ and a conditional choice probability function $p_{j}(x)$ that will be defined later; Second, by plugging the nonparametric estimates into the sample analog of the objective function, we rewrite it as a $\mathcal{U}$-process, the maximizer of which is shown to be $\sqrt[3]{n}$-consistent. We also establish its limiting distribution by extending Kim and Pollard (1990, Theorem 1.1) to our $\mathcal{U}$-process sample analog.

Assumption G. Let $Z_{i}=\left(X_{i}^{\prime}, Y_{i}^{\prime}\right)^{\prime} \in \mathbb{R}^{d+2}$ for $i=1,2, \cdots, n$ be an i.i.d. sample, where $Y_{i}=\left(Y_{1 i}, Y_{2 i}\right)^{\prime}, X_{i}=\left(X_{1 i}^{\prime}, X_{2 i}^{\prime}\right)^{\prime}$ and $d=d_{1}+d_{2}$.

Let $p_{j}(x)=\mathbb{P}\left(Y_{j}=1 \mid X=x\right)$ and $\delta_{j}(x)=1\left[p_{j}(x) \geq 1 / 2\right]$. To simplify the notation, we denote $\mathbf{v}_{j}=\left(v_{j}^{1}, v_{j}^{0}\right)^{\prime}, \mathbf{v}=\left(\mathbf{v}_{1}^{\prime}, \mathbf{v}_{2}^{\prime}\right)^{\prime}$ and $\delta=\left(\delta_{1}, \delta_{2}\right)^{\prime}$. We also denote $\theta_{j}=\left(a_{j}, b_{j}^{\prime}\right)^{\prime}, \theta=\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}\right)^{\prime}$, as generic parameter values, $\theta_{0, j}=\left(\alpha_{j}, \beta_{j}^{\prime}\right)^{\prime}$, and $\theta_{0}=\left(\alpha^{\prime}, \beta^{\prime}\right)^{\prime}$. Let further

$$
\Theta_{j}=\left\{\theta_{j} \in \mathbb{R} \times \mathbb{R}^{d_{j}}:\left|b_{j, 1}\right|=1 ;\left\|\theta_{j}\right\| \leq \mathbb{M} \|\right\}
$$

and $\Theta=\Theta_{1} \times \Theta_{2}$, where $\mathbb{M}$ is a large positive number to ensure $\Theta$ is compact and $\left(\theta_{0, j}\right) \in \Theta_{j}$. Moreover, let $\operatorname{sgn}(\cdot)$ be the sign function, i.e. $\operatorname{sgn}(x)=1,0$ and -1 respectively when $x>0, x=0$ and $x<0$.

Lemma 3. Suppose that assumptions $A$ through $F$ are satisfied, then

$$
\theta_{0}=\underset{\theta \in \Theta}{\operatorname{argmax}} L(\theta),
$$

where $L(\theta)=\sum_{j=1}^{2} \mathbb{E}\left[g_{j}\left(Z ; \theta_{j}, \boldsymbol{v}_{j}, \delta_{j}, f_{X}\right)\right]$ and for any arbitrarily fixed bounded and strictly positive function $w_{j}(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}$, the function $g_{j}$ is defined by

$$
\begin{aligned}
& g_{j}\left(Z ; \theta_{j}, v_{j}, \delta_{j}, f_{X}\right)=\left(2 Y_{j}-1\right) \times f_{X}(X) \times w_{j}(X) \\
& \quad \times\left\{\delta_{j}(X) \operatorname{sgn}\left[X_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(X)\right]+\left(1-\delta_{j}(X)\right) \operatorname{sgn}\left[X_{j}^{\prime} b_{j}-a_{j} v_{j}^{1}(X)\right]\right\}
\end{aligned}
$$

Proof. See Appendix B.1.

The function $w_{j}: \mathscr{X} \rightarrow \mathbb{R}_{++}$is known and serves as a weighting factor. For the brevity of notation, we set $w_{j}(x)=1$ for all $x \in \mathscr{X}$. It should be noted that our analysis carries through as long as $w_{j}$ is bounded from above.

The population objective function defined above is similar to Manski and Tamer (2002) except for the weighting factors $f_{X}$ of scores. We could define an estimator for $\theta_{0}$ as the
maximizer of a sample analog $L_{n}^{*}$ of $L$ :

$$
L_{n}^{*}\left(\theta ; \hat{\mathbf{v}}, \hat{\delta}, \hat{f}_{X}\right)=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{2} g_{j}\left(Z_{i} ; \theta_{j}, \hat{\mathbf{v}}_{j}, \hat{\delta}_{j}, \hat{f}_{X}\right)
$$

where $\hat{\mathbf{v}}=\left(\hat{\mathbf{v}}_{1}^{\prime}, \hat{\mathbf{v}}_{2}^{\prime}\right)^{\prime}, \hat{\delta}=\left(\hat{\delta}_{1}, \hat{\delta}_{2}\right)^{\prime}$ and $\hat{f}_{X}$ are nonparametric estimators of $\mathbf{v}, \delta$ and $f_{X}$, respectively. Unfortunately, it is difficult to establish the asymptotic properties for such an estimator, partly due to the first-stage nonparametric estimates in indicator functions. In contrast, we follow Wan and Xu (2012) and construct a $\mathcal{U}$-process sample analog to define our estimator.

We define some notation to begin with. Let $\lambda_{j}=\left(\delta_{j}, \mathbf{v}_{j}^{\prime}\right)^{\prime}$ and $\lambda=\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}\right)^{\prime}$. Let further $\vartheta_{j}\left(x ; \theta_{j}, \lambda_{j}\right)=\delta_{j}(x) \operatorname{sgn}\left[x_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(x)\right]+\left(1-\delta_{j}(x)\right) \operatorname{sgn}\left[x_{j}^{\prime} b_{j}-a_{j} v_{j}^{1}(x)\right]$. Then we define

$$
\begin{equation*}
\mathcal{U}_{n}(\theta ; \lambda)=\frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{\ell \neq i}^{n} \sum_{j=1}^{2}\left\{\left(2 Y_{j \ell}-1\right) K_{h}\left(X_{\ell}-X_{i}\right) \vartheta_{j}\left(X_{i} ; \theta_{j}, \lambda_{j}\right)\right\} \tag{7}
\end{equation*}
$$

where $K_{h}(\cdot)=K(\cdot / h) / h^{d}$, $K$ and $h$ are the kernel function and the smoothing bandwidth, respectively. As mentioned above, we let $w_{j}(x)=1$ for all $x$ for the notational brevity. ${ }^{7}$
$\mathcal{U}_{n}(\theta ; \lambda)$ is not readily usable because $\lambda$ is unknown. Note $\delta_{j}(x)=\mathbf{1}\left[p_{j}(x) \geq 1 / 2\right] \stackrel{\text { a.e. }}{=}$ $\mathbf{1}\left[\left(2 p_{j}(x)-1\right) \times f_{X}(x) \geq 0\right]$, we estimate $\delta_{j}$ by

$$
\hat{\delta}_{j}\left(x_{i}\right)=\mathbf{1}\left[\frac{1}{(n-1)} \sum_{\ell \neq i}^{n}\left\{\left(2 Y_{j \ell}-1\right) \times K_{h}\left(X_{\ell}-x_{i}\right)\right\} \geq 0\right] .
$$

Further, we estimate our bounds $v_{j}^{1}$ and $v_{j}^{0}$ by

$$
\hat{v}_{j}^{1}\left(x_{i}\right)=\frac{\sum_{\ell \neq i}^{n} Y_{-j \ell} Y_{j \ell} K_{h}\left(X_{\ell}-x_{i}\right)}{\sum_{\ell \neq i}^{n} Y_{j \ell} K_{h}\left(X_{\ell}-x_{i}\right)}+n^{-\gamma}, \quad \hat{v}_{j}^{0}\left(x_{i}\right)=\frac{\sum_{\ell \neq i}^{n} Y_{-j \ell}\left(1-Y_{j \ell}\right) K_{h}\left(X_{\ell}-x_{i}\right)}{\sum_{\ell \neq i}^{n}\left(1-Y_{j \ell}\right) K_{h}\left(X_{\ell}-x_{i}\right)}-n^{-\gamma},
$$

[^6]where $\gamma>1 / 3$. Later we will make assumptions on $K, h, \mathbf{v}$ and the underlying distribution functions such that the first term in $\hat{v}_{j}^{0}$ (reps. $\hat{v}_{j}^{1}$ ) converges to $\nu_{j}^{0}$ (reps. $\hat{v}_{j}^{1}$ ) at a rate faster than $n^{-\gamma}$. Thus, the second term $n^{-\gamma}$ ensures that $\hat{v}_{j}^{0}(x) \leq \hat{v}_{j}^{1}(x)$ with probability approaching one (faster than any polynomial rates).

We hence define our estimator of $\theta_{0}$ as: $\hat{\theta}=\underset{\theta \in \Theta}{\operatorname{argmax}} \mathcal{U}_{n}(\theta ; \hat{\lambda})$.
To compare with Manski and Tamer (2002)'s MMSE, note that

$$
\begin{equation*}
\mathcal{U}_{n}(\theta ; \hat{\lambda})=L_{n}\left(\theta ; \hat{p}, \hat{f}_{X}, \hat{\lambda}\right) \equiv \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{2}\left[2 \hat{p}_{j}\left(X_{i}\right)-1\right] \hat{f}_{X}\left(X_{i}\right) \vartheta_{j}\left(X_{i} ; \theta_{j}, \hat{\lambda}_{j}\right) \tag{8}
\end{equation*}
$$

where $\hat{f}_{X}\left(x_{i}\right)=\sum_{\ell \neq i}^{n} K_{h}\left(X_{\ell}-x_{i}\right) /(n-1)$ and $\hat{p}_{j}\left(x_{i}\right)=\sum_{\ell \neq i}^{n} Y_{j \ell} K_{h}\left(X_{\ell}-x_{i}\right) / \sum_{\ell \neq i}^{n} K_{h}\left(X_{\ell}-\right.$ $\left.x_{i}\right)$. It is straightforward to note the difference is that we replace $Y_{j, i}$ with $\hat{p}_{j}\left(X_{i}\right)$ in our sample analog. The advantage of such modification is that, under additional weak conditions, it can be shown that the first-stage nonparametric estimates $\hat{\delta}$ in our sample analog only causes a small approximation error of order $o_{p}\left(n^{-2 / 3}\right)$.

To establish the consistency of $\hat{\theta}$, we impose the following assumptions.

Assumption H. $\theta_{0}$ is in the interior of the compact parameter space $\Theta$.

Assumption I. $\mathbb{P}\left[p_{j}(X)=1 / 2\right]=0$. Furthermore, $\forall \theta \in \Theta, \mathbb{P}\left[X_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(X)=\right.$ $0]=\mathbb{P}\left[X_{j}^{\prime} b_{j}-a_{j} v_{j}^{1}(X)=0\right]=0$.

The first equation of Assumption I is also assumed in Manski and Tamer (2002). ${ }^{8}$ The second equation is a rank condition imposed on the augmented random vector $\left(X, v_{j}^{0}(X)\right)$ and $\left(X, v_{j}^{1}(X)\right)$ respectively.

Assumption J. X is a continuous random vector and the density function $f_{X}(\cdot)$ are continuous in the support.

[^7]Assumption K. The kernel function $K$ is a symmetric Parzen Rosenblatt kernel. i.e., (1) $\int_{\mathbb{R}^{d}} K(u) d u=1$; (2) $\sup _{u}|K(u)|=\bar{K}<\infty$; (3) $\int_{\mathbb{R}^{d}}|K(u)| d u<\infty$; (4) $K(u)=K(-u)$ and (5) $\|u\|^{d} \times|K(u)| \rightarrow 0$ as $\|u\| \rightarrow \infty$. Moreover, $h \rightarrow 0$ and $n h^{d} \rightarrow \infty$ as $n \rightarrow \infty$.

Assumptions J and K are standard in nonparametric estimation literature (e.g. Pagan and Ullah, 1999). ${ }^{9}$

Theorem 3. Suppose that assumptions A through K hold. Then $\hat{\theta} \xrightarrow{p} \theta_{0}$.
Proof. See Appendix B.2.
The sample objective function in Equation (8) is "irregular" in the sense that it belongs to the class of Kim and Pollard (1990)-type objective functions which do not allow for quadratic expansions. As a consequence, this class of estimators, including the one we propose here, have slower convergence rate $(\sqrt[3]{n})$ and non-normal limiting distributions. We proceed with smoothness conditions on the nonparametric functions.

Assumption L. $p_{j}(\cdot), f_{X}(\cdot), v_{j}^{0}(\cdot)$ and $v_{j}^{1}(\cdot)$ are everywhere $R$ times continuously differentiable with bounded $R$-th partial derivatives.

Assumption M. For $x \in \mathscr{X}$, let $\xi_{j}(x)=\left[2 P_{j}(x)-1\right] f_{X}(x)$. Assume that there exists an $\epsilon$-neighborhood around zero, denoted as $\mathcal{N}_{\epsilon}$ and a constant $C_{\xi}>0$, such that for any subset $S \subseteq \mathcal{N}_{\epsilon}$, there is

$$
\mathbb{P}\left(\xi_{j}(X) \in S\right) \leq C_{\xi} \times \mu(S),
$$

where $\mu$ is the Lebesgue measure. Moreover, for $m=0,1$, there exists an $\epsilon_{m}$-neighborhood around zero, denoted as $\mathcal{N}_{\epsilon_{m}}$, an $\eta_{m}$-neighborhood around $\theta_{0}$, denoted as $\mathcal{N}_{\eta_{m}}$, and a constant $C_{m}>0$, such that for any subset $S \subseteq \mathcal{N}_{\epsilon_{m}}$ and $\theta \in \mathcal{N}_{\eta_{m}}$, there is

$$
\mathbb{P}\left(X_{j}^{\prime} b_{j}-a_{j} v_{j}^{m}(X) \in S\right) \leq C_{m} \times \mu(S) .
$$

Note that Assumptions L and M imply Assumptions I and J, respectively.

[^8]Assumption N. The kernel function $K$ is a symmetric Parzen Rosenblatt kernel of order $R$. i.e., (1) Assumption $K$ holds; (2) $\int_{\mathbb{R}^{d}} u_{1}^{r_{1}}, \ldots, u_{d}^{r_{d}} K(u) d u=0$ if $1 \leq \sum_{k=1}^{d} r_{k} \leq R-1$; (3) $\int_{\mathbb{R}^{d}} u_{1}^{r_{1}}, \ldots, u_{d}^{r_{d}} K(u) d u=1$ if $\sum_{k=1}^{d} r_{k}=R$, where $r_{k} \in \mathbb{N}^{+}$for $k=1, \ldots, d$.

Assumption O. Let $\gamma>1 / 3$ and $h$ satisfies $n^{\gamma}\left(n h^{d}\right)^{-1 / 2}=o\left(n^{-r_{0}}\right)$ and $n^{\gamma} h^{R}=$ $o\left(n^{-r_{0}}\right)$ for some $r_{0}>0$.

Assumption O implies that the high order kernel we use should satisfy $R>d$, a similar condition is also assumed in Powell, Stock, and Stoker (1989). To see this, let $h \propto$ $n^{-1 /(2 R+d)}$ be the optimal choice of bandwidth. By Assumption O, we have $R /(2 R+d)>$ $1 / 3$ and, therefore, $R>d$. It should also be noted that Assumptions $G$ and $L$ through O guarantee $\hat{\zeta}_{j}(x)$ converges to $\xi_{j}(x)$ faster than $n^{-1 / 3}$ for all $x \in \mathscr{X}$.

Moreover, for $t \in \mathbb{R}$, let $\mathbf{v}_{j}(t)=\left(v_{j}^{0}(\cdot)-t, v_{j}^{1}(\cdot)+t\right)^{\prime}$. Let further $\mathbf{v}(t)=\left(\mathbf{v}_{1}^{\prime}(t), \mathbf{v}_{2}^{\prime}(t)\right)^{\prime}$. By definition, $\mathbf{v}=\mathbf{v}(0)$.

Lemma 4. Suppose that Assumptions A through G, I, and L through $O$ hold. Then there exist random vectors $\left\{\left(\Gamma_{n}, T_{n}\right)\right\}$ of order $o_{p}\left(n^{-2 / 3}\right)$, which are independent with $\theta$, such that

$$
\mathcal{U}_{n}(\theta ; \delta, \boldsymbol{v}(0))-T_{n} \leq \mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\boldsymbol{v}}) \leq \mathcal{U}_{n}\left(\theta ; \delta, \boldsymbol{v}\left(2 n^{-\gamma}\right)\right)+\Gamma_{n}
$$

## Proof. See Appendix B. 3

Lemma 4 is crucial because it shows that the first stage nonparametric estimates approximation error is negligible and allows us to focus on the infeasible sample analog $\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(t))$, which is a $\mathcal{U}$-process. Kim and Pollard (1990) establish the cube-root convergence rate for the maximum score estimator (see, e.g., Manski, 1975). We extend their results to our $\mathcal{U}$-process sample analog.

Let $\bar{\vartheta}_{j}\left(X ; \theta_{j}\right)=\vartheta_{j}\left(X ; \theta_{j}, \lambda_{j}\right)-\vartheta_{j}\left(X ; \theta_{0, j}, \lambda_{j}\right)$. Let further $\kappa_{0, j}\left(x_{j}, v_{j}\right)=2 \mathbb{E}\left\{\xi_{j}^{+}(X) \mid X_{j}=\right.$ $\left.x_{j}, v_{j}^{0}(X)=v_{j}\right\}$ and $\kappa_{1, j}\left(x_{j}, v_{j}\right)=2 \mathbb{E}\left\{\xi_{j}^{-}(X) \mid X_{j}=x_{j}, v_{j}^{1}(X)=v_{j}\right\}$ where $\xi_{j}^{+}=$ $\max \left\{\xi_{j}, 0\right\}$ and $\xi_{j}^{-}=-\min \left\{\xi_{j}, 0\right\}$.

Theorem 4. Suppose that Assumptions A through O hold. Then

$$
n^{1 / 3}\left(\hat{\theta}-\theta_{0}\right) \xrightarrow{d} \operatorname{argmax}_{t \in \mathbb{R}^{d}}\left\{W(t)-\frac{1}{2} t^{\prime} V t\right\},
$$

where $W$ is a mean zero Gaussian process with covariance kernel $H$ :

$$
\begin{gathered}
H(s, t)=2 \lim _{\eta \rightarrow \infty} \eta \sum_{j=1,2} \mathbb{E}\left\{\xi_{j}^{2}(X) \bar{\vartheta}_{j}\left(X ; \theta_{0, j}+s / \eta\right) \bar{\vartheta}_{j}\left(X ; \theta_{0, j}+t / \eta\right)\right\} ; \text { and } \\
V=2 \sum_{m=0,1} \sum_{j=1,2} \int \boldsymbol{1}\left\{x_{j}^{\prime} \beta_{j}-\alpha_{j} v_{j}=0\right\}\left[\dot{\kappa}_{m, j}\left(x_{j}, v_{j}\right)^{\prime} \theta_{0, j}\right] f_{X_{j}, v_{j}(X)}\left(x_{j}, v_{j}\right)\left(x^{\prime}, v_{j}\right)^{\prime}\left(x^{\prime}, v_{j}\right) d \sigma_{j}^{m},
\end{gathered}
$$

where $\sigma_{j}^{m}$ denotes surface measure of $\left(X_{j}^{\prime}, v_{j}^{m}(X)\right)$ on $x_{j}^{\prime} \beta_{j}+\alpha_{j} v_{j}^{m}=0$. Moreover, $W(t)-$ $\frac{1}{2} t^{\prime} V t$ has a unique maximizer almost surely on all its sample path.

## Proof. See Appendix B.4.

## 5. Partial Identification under Weaker conditions

In this section we extend our approach under weaker conditions such that the structural parameters are partially identified. Without assuming the support conditions (Assumptions D to F), we show that parameters of interest are set-identified in general, and the identified set can be estimated by a level set of the modified maximum score objective function.

For $j=1,2$, let $\Theta_{j}^{I}$ be the collection of $\theta_{j}$ such that for all $x \in \mathscr{X}$,

$$
\mathbf{1}\left[x_{j}^{\prime} b_{j}-a_{j} v_{j}^{1}(x) \geq 0\right] \leq \operatorname{Med}\left(Y_{j} \mid X=x\right) \leq \mathbf{1}\left[x_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(x) \geq 0\right]
$$

Let further $\Theta^{I}=\Theta_{1}^{I} \times \Theta_{2}^{I}$. We call $\Theta^{I}$ the identified set. Theorem 1 ensures $\Theta^{I}$ be nonempty as $\theta_{0} \in \Theta^{I}$ under Assumptions $A$ and $B$. Note that $\Theta^{I}$ would degenerate to a singleton if we impose Assumptions D to F.

Following the modified maximum score estimator proposed by Manski and Tamer (2002), we define the set estimator $\widehat{\Theta}^{I}$ for $\Theta^{I}$ as

$$
\begin{equation*}
\widehat{\Theta}^{I}=\left\{\theta^{*} \in \Theta: \mathcal{U}_{n}\left(\theta^{*} ; \hat{\lambda}\right) \geq \sup _{\theta \in \Theta} \mathcal{U}_{n}(\theta ; \hat{\lambda})-\kappa_{n}\right\} \tag{9}
\end{equation*}
$$

for some $\kappa_{n} \rightarrow 0$. The estimator is a level (of $\kappa_{n}$ ) set of the sample objective function.
To establish consistency, we adopt the directional Hausdorff distance measure:

$$
\rho(A, B)=\sup _{a \in A} \inf _{b \in B}\|a-b\|
$$

where $\|\cdot\|$ is the Euclidean norm. When either $A$ or $B$ is empty set, the distance is $+\infty$.

Theorem 5. Suppose that Assumptions $A$ though $C$, and $G$ through $O$ are satisfied, then $\rho\left(\widehat{\Theta}^{I}, \Theta^{I}\right) \xrightarrow{p} 0$. Suppose in addition that $\sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\lambda})-\mathcal{U}(\theta ; \lambda)\right|=o_{p}\left(\kappa_{n}\right)$, then $\rho\left(\Theta^{I}, \widehat{\Theta}^{I}\right) \xrightarrow{p} 0$.

## Proof. See Appendix B.5.

It is also possible to conduct inference on $\Theta^{I}$ under partial identification conditions, following the methods proposed in Chernozhukov, Hong, and Tamer (2007); Blevins (2012), among others. We do not further investigate it in the present paper.

## 6. Experiments

In this section, we provide a numerical example to illustrate that ignoring the correlation between the private signals results in inconsistent estimates and possibly misleading inference. In particular, we investigate the performance of a two-step Maximum Likelihood Estimator (MLE) when the belief is mis-specified (while the distribution of signals are corrected specified).

Recall that Theorem 1 implies that the structural model can be represented as a semiparametric binary regression model

$$
Y_{j}=\mathbf{1}\left[\beta_{j, 1} X_{j, 1}+\beta_{j, 2}-\alpha_{j} v_{j}(X)-U_{j} \geq 0\right]
$$

where $v_{j}(x)=\mathbb{P}\left(U_{-j} \leq u_{-j}^{*}(x) \mid X=x, U_{j}=u_{j}^{*}(x)\right)$ is the "interval-observed regressor".

If the correlation between $U_{1}$ and $U_{2}$ were ignored, a two-step MLE would be based on the following specification,

$$
\begin{equation*}
Y_{j}=\mathbf{1}\left[\beta_{j, 1} X_{j, 1}+\beta_{j, 2}-\alpha_{j} \mathbb{P}\left(Y_{-j}=1 \mid X\right)-U_{j} \geq 0\right] \tag{10}
\end{equation*}
$$

Two-step MLE could be inconsistent because $\mathbb{P}\left(Y_{-j}=1 \mid X\right) \neq \mathbb{P}\left(Y_{-j}=1 \mid X, U_{j}\right)$ in general.

We evaluate the performance of both estimators in following examples. Let $d_{1}=d_{2}=2$, $X_{1}=\left(X_{1,1}, 1\right)^{\prime}$ and $X_{2}=\left(X_{2,1}, 1\right)^{\prime} .\left(X_{1,1}, X_{2,1}\right)$ is drawn from a mixture of two normal distributions ${ }^{10}$

$$
\begin{cases}X \sim N(0,0.16), & \text { with prob. } \frac{3}{4} \\ X \sim N(0,100), & \text { with prob. } \frac{1}{4}\end{cases}
$$

We let $U$ be independent of $X . U_{1}$ and $U_{2}$ have a mean zero bivariate normal distribution with variance $\sigma_{j}^{2}=1$ and correlation coefficient $r \in\{0,0.1, \cdots, 0.7\}$. We consider different values of correlation and illustrate how the "magnitude" of ignored correlation affects bias.

The parameters in the profit function are set as $\beta_{1,2}=\beta_{2,2}=0, \beta_{1,1}=\beta_{2,1}=1$, $\alpha_{1}=\alpha_{2}=1$. It can be shown that an MSBE exists under these designs, i.e., for each $x$, there exist cutoff values $u_{1}^{*}(x)$ and $u_{2}^{*}(x)$, such that player $j$ chooses 1 whenever his private signal $U_{j} \leq u_{j}^{*}(x)$. We compute $u_{j}^{*}(x)$ by solving the following equations for each realization of $X$ in the sample:

$$
\begin{aligned}
& u_{1}^{*}=\beta_{1,1} x_{1,1}+\beta_{1,2}-\alpha_{1} \Phi\left(\frac{\sigma_{2} u_{2}^{*}-\rho \sigma_{1} u_{1}^{*}}{\sigma_{1} \sigma_{2} \sqrt{1-\rho^{2}}}\right) \\
& u_{2}^{*}=\beta_{2,1} x_{2,1}+\beta_{2,2}-\alpha_{2} \Phi\left(\frac{\sigma_{1} u_{1}^{*}-\rho \sigma_{2} u_{2}^{*}}{\sigma_{1} \sigma_{2} \sqrt{1-\rho^{2}}}\right)
\end{aligned}
$$

where $\Phi(\cdot)$ is the c.d.f. of standard normal distribution.

[^9]

Figure 1. Average bias and standard deviation
Since $U_{1}$ and $U_{2}$ are jointly normally distributed with positive correlation, they are positively regression dependent and Assumptions D and E are satisfied as well. Moreover, Assumption F holds since $U$ and $X$ are independent.

Figure 1 shows the average bias (the two top panels) and standard deviation (the two bottom panels) of both estimators under different sample sizes. All results are based on 500 replications. ${ }^{11}$ Detailed results are reported in Appendix D. We can see from the figure that the performance of our estimator is robust for different values of $r$. The finite sample bias decreases as the sample size increases. The standard deviation of our estimator decreases

[^10]roughly at rate $n^{-1 / 3}$. On the other hand, although the mis-specified MLE converges faster (at rate $n^{-1 / 2}$ ), it does not converge to the true value. The bias has significant size at all sample sizes. In particular, the magnitude of the bias is increasing in $r$. When $r$ is large, hypothesis tests based on mis-specified MLE could be misleading, e.g when $r=0.7$ and $n=3,000$, the bias is almost five times of the standard deviation.

## 7. DICUSSIONS

7.1. A Comparison with Aradillas-Lopez (2010). A similar two-by-two static game of incomplete information is also studied in Aradillas-Lopez (2010), which adopts a different set of assumptions and proposes a novel identification and estimation strategy.

Aradillas-Lopez (2010) assumes a similar linear payoff structure and allows private signals to be correlated, but differs from the present paper in several aspects. First, AradillasLopez (2010) and the present paper focus on two different econometric models due to different equilibrium solution concepts adopted. Aradillas-Lopez (2010) applies a belief concept introduced by Aumann (1987), which gives the following simultaneous equations structure: ${ }^{12}$

$$
\begin{align*}
& Y_{1}=\mathbf{1}\left\{X_{1}^{\prime} \beta_{1}+\alpha_{1} \mathbb{P}_{1}\left(Y_{2}=1 \mid Y_{1}=1, X\right)-U_{1} \geq 0\right\}  \tag{11}\\
& Y_{2}=\mathbf{1}\left\{X_{2}^{\prime} \beta_{2}+\alpha_{2} \mathbb{P}_{2}\left(Y_{1}=1 \mid Y_{2}=1, X\right)-U_{2} \geq 0\right\},
\end{align*}
$$

where $\mathbb{P}_{j}\left(Y_{-j}=1 \mid Y_{j}=1, X\right)$ are equilibrium beliefs of player $j$ about his rival's equilibrium action. In contrast, we follow BNE solution concept, which requires player $j$ 's beliefs to be expectations conditioning on his own private signal, $U_{j}$ (a detailed definition of BNE for general Bayesian games can be found in, e.g., Harsanyi, 1967-68; Fudenberg and Tirole, 1991). In the similar game setup, therefore, the BNE solution concept delivers us a different set of simultaneous equations, which are our Equation (1).

The BNE solution concept has been widely used in many empirical applications of incomplete information games, e.g. auctions. Regarding to the literature of discrete games, for
${ }^{12}$ To simplify the comparison, we assume that all elements in $X$ are publicly observed. Aradillas-Lopez (2010) allows the publicly observed vector $Z$ to be different from $X$.
instance, Bajari, Hong, Krainer, and Nekipelov (2010) studies the strategic stock recommendation behaviors of equity market analysts. In their paper, the utility an analyst receives from issuing a recommendation is a function of both recommendations issued by other analysts and his own private payoff shock. If private shocks are correlated and the dependence pattern is known to all the analysts, then they will exploit their private information as well as the dependence pattern to form a rational expectation on rivals' choices.


Figure 2. $v_{1}\left(1.5, x_{2,1} ; \theta_{0}\right)$ and $\pi_{1}\left(1.5, x_{2,1} ; \theta_{0}\right)$
Figure 2 plots the equilibrium beliefs considered by Aradillas-Lopez (2010) and the present paper in a game with payoff structure similar to the one specified in Section 6 ( $r=0.5$ case). Here $\pi_{1}$ denotes the equilibrium beliefs $\mathbb{P}_{1}\left(Y_{2}=1 \mid Y_{1}=1, X\right)$ in AradillasLopez (2010). Because $v_{1} \neq \pi_{1}$, Aradillas-Lopez (2010) and the present paper would generate different conditional probability distributions of players' choices $Y=\left(Y_{1}, Y_{2}\right)$ even in the games with the same setup. Not surprisingly, when we generate data based on Equation (1), the estimator suggested by Aradillas-Lopez (2010) could be inconsistent. ${ }^{13}$ For illustration, see Figure 3. ${ }^{14}$

[^11]

Figure 3. Data generated from a BNE

Second, Aradillas-Lopez (2010) assumes that the private signals are independent of publicly observed $X$ variables, which is stronger than what is assumed in the present paper - the conditional median independence of private signals given $X$. As a tradeoff, our maximum score type estimator is endowed with a slower convergence rate than the one proposed by Aradillas-Lopez (2010). As pointed out by Liu, Vuong, and Xu (2012), the independence between $X$ and private signals imposes testable restrictions on the observed choices, i.e.,

$$
\begin{align*}
\mathbb{P}\left(Y_{j} \mid X=x\right) \geq & \mathbb{P}\left(Y_{j} \mid X=x^{\prime}\right) \text { for } j=1,2 \\
& \quad \Longrightarrow \mathbb{P}\left(Y_{1}=1, Y_{2}=1 \mid X=x\right) \geq \mathbb{P}\left(Y_{1}=1, Y_{2}=1 \mid X=x^{\prime}\right) \tag{12}
\end{align*}
$$

In contrast, the conditional median independence assumption is somewhat the "minimum" requirement for the identification of the binary games without imposing any restriction on the data observed. In a real data application, if the restriction (12) is rejected by statistical tests, then our conditional median dependence assumption would be more applicable.
7.2. Strategic Complementarity. Throughout this paper, we focus on the negative strategic effect case ( $\alpha_{j} \geq 0$ ). However, our method can easily extend to binary games of strategic complementarity $\left(\alpha_{j} \leq 0\right) .{ }^{15}$

When $\alpha_{j} \leq 0$, the existence of MSBE is ensured by Assumption B only, since Assumption A is implied. Moreover, the MSBE can be written as

$$
Y_{j}=\mathbf{1}\left[U_{j} \leq X_{j}^{\prime} \beta_{j}-\alpha_{j} v_{j}(X)\right]
$$

and $v_{j}$ satisfies $\mathbb{P}\left(v_{j}^{1}(X) \leq v_{j}(X) \leq v_{j}^{0}(X)\right)=1$. Note that we switch the positions of upper and lower bounds in Equation (5) due to the fact $\alpha_{j} \leq 0$. It means that the sign of $\alpha_{j}$ can be revealed by the relative order of the two bounds. Hereafter, the analysis of identification and estimation of the structural parameters similarly follows Sections 3 and 4 .
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## Appendix A. Proofs

A.1. Proof of Lemma 1. We apply Athey (2001, Theorem 1) to show the existence of MSBE in our game. Note that the action space is finite in our setup. By Assumption A, SCC is satisfied, and the types have joint density with respect to Lebesgue measure. Thus it suffices to show that each player's interim payoff function is bounded in his type for all monotone pure strategies of other players. The payoff function in our model is a linear function in $U_{j}$, which thereafter is not bounded. We could,
however, apply a monotone transformation on the payoff function:

$$
\pi_{j}^{*}\left(y_{-j}, x_{j}, U_{j}\right)=\left\{\begin{array}{cl}
\alpha_{j}-\alpha_{j} y_{j} & \text { if } x_{j}^{\prime} \beta_{j}-U_{j}>\alpha_{j} \\
x_{j}^{\prime} \beta_{j}-\alpha_{j} y_{j}-U_{j} & \text { if }-\alpha_{j} \leq x_{j}^{\prime} \beta_{j}-U_{j} \leq \alpha_{j} \\
-\alpha_{j}-\alpha_{j} y_{j} & \text { if } x_{j}^{\prime} \beta_{j}-U_{j}<-\alpha_{j} .
\end{array}\right.
$$

to be the player $j$ 's payoff of choosing 1 , given $j$ 's opponent chooses $y_{-j} \in\{0,1\}$. Note that for any $x$ and realization of $U$, each player will make the same choice under both $\pi_{j}$ and $\pi_{j}^{*}$. Hence, this transformation of payoff function doesn't change the equilibria solution set for each $x \in \mathscr{X}$. Using the new payoff functions $\pi_{j}^{*}$, it is then routine to verify all the conditions of Athey (2001, theorem 1), ensuring the existence of MSBE.
A.2. Proof of Theorem 1. When $\mathbb{P}\left(U_{-j} \leq t \mid X=x, U_{j}=u_{j}\right)$ is continuous in $u_{j}$ for any $t \in \mathbb{R}$ and $x \in \mathscr{X}$, the result of Theorem 1 holds by the arguments in section 3 . Without the continuity, the conclusion still holds. To see this, let
$v_{j}^{+}(x)=\lim _{u_{j} \downarrow u_{j}^{*}(x)} \mathbb{P}\left(Y_{-j}=1 \mid X=x, U_{j}=u_{j}\right), \quad v_{j}^{-}(x)=\lim _{u_{j} \uparrow u_{j}^{*}(x)} \mathbb{P}\left(Y_{-j}=1 \mid X=x, U_{j}=u_{j}\right)$.
Under Assumption B, $\mathbb{P}\left(Y_{-j}=1 \mid X=x, U_{j}=u_{j}\right)$ is a non-increasing function in $u_{j}$. Hence $v_{j}^{+}(x)$ and $v_{j}^{-}(x)$ are well defined and $v_{j}^{+}(x) \leq v_{j}^{-}(x)$. By the definition of MSBE, for all $u_{j}>u_{j}^{*}(x)$

$$
x_{j}^{\prime} \beta_{j}-\alpha_{j} \mathbb{P}\left(Y_{-j}=1 \mid X=x, U_{j}=u_{j}\right)-u_{j} \leq 0
$$

Hence

$$
\lim _{u_{j} \downarrow u_{j}^{*}(x)}\left\{x_{j}^{\prime} \beta_{j}-\alpha_{j} \mathbb{P}\left(Y_{-j}=1 \mid X=x, U_{j}=u_{j}\right)-u_{j}\right\}=x_{j}^{\prime} \beta_{j}-\alpha_{j} v_{j}^{+}(x)-u_{j}^{*}(x) \leq 0 .
$$

Similarly, $x_{j}^{\prime} \beta_{j}-\alpha_{j} v_{j}^{-}(x)-u_{j}^{*}(x) \geq 0$. It implies that $v_{j}^{+}(x) \geq v_{j}^{-}(x)$. So we have $v_{j}^{+}(x)=$ $v_{j}^{-}(x)$. Hence

$$
x_{j}^{\prime} \beta_{j}-\alpha_{j} \mathbb{P}\left(Y_{-j}=1 \mid X=x, U_{j}=u_{j}^{*}(x)\right)-u_{j}^{*}(x)=0
$$

Thus

$$
Y_{j}=1\left[U_{j} \leq u_{j}^{*}(x)\right]=1\left[U_{j} \leq x_{j}^{\prime} \beta_{j}-\alpha_{j} \mathbb{P}\left(Y_{-j}=1 \mid X=x, U_{j}=u_{j}^{*}(x)\right)\right]
$$

A.3. Proof of Lemma 2. We show the first equation in the statement of Lemma 2 holds. The second one holds by similar reasoning. Suppose that the first condition in Assumption F is satisfied, then,

$$
\begin{aligned}
& v_{1}^{0}(x)=\mathbb{P}\left(U_{2} \leq u_{2}^{*} \mid X=x, Y_{1}=0\right)=\mathbb{P}\left(U_{2} \leq x_{2}^{\prime} \beta_{2}-\alpha_{2} v_{2} \mid X=x, Y_{1}=0\right) \\
& \quad \stackrel{(i)}{\geq} \mathbb{P}\left(U_{2} \leq x_{2}^{\prime} \beta_{2}-\alpha_{2} \mid X=x, Y_{1}=0\right)=\mathbb{P}\left(U_{2} \leq x_{2}^{\prime} \beta_{2}-\alpha_{2} \mid X=x, U_{1} \geq u_{1}^{*}(x)\right)
\end{aligned}
$$

$$
\stackrel{(i i)}{\geq} \mathbb{P}\left(U_{2} \leq x_{2}^{\prime} \beta_{2}-\alpha_{2} \mid X=x, U_{1} \geq x_{1}^{\prime} \beta_{1}\right)
$$

Inequality (i) hold because $v_{2} \leq 1$ and (ii) holds because $u_{1}^{*} \leq x_{1}^{\prime} \beta_{1}$ and Assumption B. Hence, for any $\epsilon \in(0,1)$,

$$
\begin{aligned}
& \mathbb{P}\left(U_{2} \leq t-\alpha_{2} \mid X_{1}=x_{1}, X_{2}^{\prime} \beta_{2}=t, U_{1} \geq x_{1}^{\prime} \beta_{1}\right) \leq \mathbb{E}\left[v_{1}^{0}(X) \mid X_{1}=x_{1}, X_{2}^{\prime} \beta_{2}=t\right] \\
& \leq(1-\epsilon) \mathbb{P}\left(v_{1}^{0}(X) \leq 1-\epsilon \mid X_{j}=x_{j}, X_{2}^{\prime} \beta_{2}=t\right)+\mathbb{P}\left(v_{1}^{0}(X)>1-\epsilon \mid X_{j}=x_{j}, X_{2}^{\prime} \beta_{2}=t\right) \\
& =-\epsilon \mathbb{P}\left(v_{1}^{0}(X) \leq 1-\epsilon \mid X_{j}=x_{j}, X_{2}^{\prime} \beta_{2}=t\right)+1 .
\end{aligned}
$$

Let $t \rightarrow+\infty$, under Assumption F we have

$$
\lim _{t \rightarrow+\infty} \mathbb{P}\left(v_{1}^{0}(X) \leq 1-\epsilon \mid X_{j}=x_{j}, X_{2}^{\prime} \beta_{2}=t\right)=0
$$

A.4. Proof of Theorem 2. This proof simply follows from the proof of Manski (1985, Lemma 2).

Fix $\tilde{X}_{1}=\tilde{x}_{1}$ and $\tilde{X}_{2}=\tilde{x}_{2}$ be arbitrary values. It suffices to show that for any $\left(\tilde{b}_{1}, a_{1}\right) \neq$ $\left(\tilde{\beta}_{1}, \alpha_{1}\right)$, either $\mathbb{P}\left(X_{1,1}+\tilde{x}_{1}^{\prime} \tilde{b}_{1}-a_{1} v_{1}^{1} \geq 0>X_{1,1}+\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}-\alpha_{1} v_{1}^{0} \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right)>0$ or $\mathbb{P}\left(X_{1,1}+\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}-\alpha_{1} v_{1}^{0} \geq 0>X_{1,1}+\tilde{x}_{1}^{\prime} \tilde{b}_{1}-a_{1} v_{1}^{1} \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right)>0$. Equivalently, we will show that, either

$$
\mathbb{P}\left(\alpha_{1} v_{1}^{0}-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}>X_{1,1} \geq a_{1} v_{1}^{1}-\tilde{x}_{1}^{\prime} \tilde{b}_{1} \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right)>0
$$

or

$$
\mathbb{P}\left(a_{1} v_{1}^{0}-\tilde{x}_{1}^{\prime} \tilde{b}_{1}>X_{1,1} \geq \alpha_{1} v_{1}^{1}-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1} \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right)>0 .
$$

Suppose $\left(\tilde{b}_{1}, a_{1}\right) \neq\left(\tilde{\beta}_{1}, \alpha_{1}\right)$. Consider the following two cases:
Case 1. $\tilde{b}_{1} \neq \tilde{\beta}_{1}$. By Assumption D, there exists $\tilde{x}_{1} \in \mathscr{X}_{1}$ such that $\tilde{x}_{1}^{\prime} \tilde{b}_{1} \neq \tilde{x}_{1}^{\prime} \tilde{\beta}_{1}$. W.L.O.G., assume $\tilde{x}_{1}^{\prime} \tilde{b}_{1}>\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}$. Let $\epsilon \in \mathbb{R}^{+}$such that $\tilde{x}_{1}^{\prime} \tilde{b}_{1}-\epsilon>\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}+\epsilon$. By Lemma 2, for any
$x_{1,1} \in\left(-\tilde{x}_{1}^{\prime} \tilde{b}_{1}+\epsilon,-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}-\epsilon\right)$, there exists a $t>0$ such that

$$
\mathbb{P}\left(\max \left\{\alpha_{1} v_{1}^{0}, a_{1} v_{1}^{1}\right\}<\epsilon \mid X_{1}=x_{1}, \tilde{X}_{2}=\tilde{x}_{2}, X_{2,1} \leq-t\right)=1,
$$

where $x_{1}=\left(x_{1,1}, \tilde{x}_{1}\right)$. Note that the value $t$ depends on $x_{1}$. Then

$$
\begin{aligned}
& \mathbb{P}\left(\alpha_{1} v_{1}^{0}(X)-\tilde{X}_{1}^{\prime} \tilde{\beta}_{1}>X_{1,1} \geq a_{1} v_{1}^{1}(X)-\tilde{X}_{1}^{\prime} \tilde{b}_{1} \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right) \\
& \quad \geq \mathbb{P}\left(\alpha_{1} v_{1}^{0}(X)-\tilde{X}_{1}^{\prime} \tilde{\beta}_{1}>X_{1,1} \geq a_{1} v_{1}^{1}(X)-\tilde{X}_{1}^{\prime} \tilde{b}_{1} ; X_{2,1} \leq-t\left(X_{1}\right) \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right) \\
& \quad \geq \mathbb{P}\left(X_{1,1} \in\left[-\tilde{x}_{1}^{\prime} \tilde{b}_{1}+\epsilon,-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}-\epsilon\right) ; X_{2,1} \leq-t\left(X_{1}\right) \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right)>0,
\end{aligned}
$$

where the last inequality holds by Assumption E.
Case 2. $\tilde{b}_{1}=\tilde{\beta}_{1}$. Then $\alpha_{1} \neq a_{1}$. W.L.O.G., assume that $\alpha_{1}>a_{1}$. Let $\eta \in \mathbb{R}^{+}$such that $\alpha_{1}-\alpha_{1} \eta>a_{1}$. By Lemma 2, for any $x_{1,1} \in\left(-\tilde{x}_{1}^{\prime} \tilde{b}_{1}+a_{1},-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}+\alpha_{1}-\alpha_{1} \eta\right)$, there exists an $s>0$ such that

$$
\mathbb{P}\left(\min \left\{v_{1}^{0}, v_{1}^{1}\right\}>1-\eta \mid X_{1}=x_{1}, \tilde{X}_{2}=\tilde{x}_{2}, X_{2,1} \geq s\right)=1
$$

Again, the value $s$ depends on $x_{1}$. Then

$$
\begin{aligned}
& \mathbb{P}\left(\alpha_{1} v_{1}^{0}(X)-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}>X_{1,1} \geq a_{1} v_{1}^{1}(X)-\tilde{x}_{1}^{\prime} \tilde{b}_{1} \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right) \\
& \quad \geq \mathbb{P}\left(\alpha_{1} v_{1}^{0}(X)-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}>X_{1,1} \geq a_{1} v_{1}^{1}(X)-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1} ; X_{2,1} \geq s\left(X_{1}\right) \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right) \\
& \quad \geq \mathbb{P}\left(X_{1,1} \in\left[a_{1}-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}, \alpha_{1}-\alpha_{1} \eta-\tilde{x}_{1}^{\prime} \tilde{\beta}_{1}\right) ; X_{2,1} \geq s\left(X_{1}\right) \mid \tilde{X}_{1}=\tilde{x}_{1}, \tilde{X}_{2}=\tilde{x}_{2}\right)>0 .
\end{aligned}
$$

The statement in the Lemma thus follows by combining case 1 and 2.

## Appendix B. Proofs in Estimation

B.1. Proof of Lemma 3. It suffices to show that for $j=1,2$ and any $\theta_{j} \neq \theta_{0, j}$,

$$
\mathbb{E} g_{j}\left(Z ; \theta_{0, j}, \mathbf{v}_{j}, \delta_{j}, f_{X}\right)>\mathbb{E} g_{j}\left(Z ; \theta_{j}, \mathbf{v}_{j}, \delta_{j}, f_{X}\right)
$$

For the simplicity of notation, we only provide a proof for $j=1$. Notice that the support $\mathscr{X}$ can be divided into three regions, A, B and C, as follows:

$$
\begin{aligned}
A & =\left\{x: x_{1}^{\prime} \beta_{1}-\alpha_{1} v_{1}^{0}(x)<0\right\} \\
B & =\left\{x: x_{1}^{\prime} \beta_{1}-\alpha_{1} v_{1}^{1}(x) \geq 0\right\} \\
C & =\left\{x: x_{1}^{\prime} \beta_{1}-\alpha_{1} v_{1}^{0}(x) \geq 0>x_{1}^{\prime} \beta_{1}-\alpha_{1} v_{1}^{1}(x)\right\}
\end{aligned}
$$

For any $x \in A$, because $p_{1}(x)=\mathbb{P}\left(U_{1} \leq X_{1}^{\prime} \beta_{1}-v_{1}(X) \mid X=x\right) \leq \mathbb{P}\left(U_{1} \leq 0 \mid X=x\right)=$ $1 / 2$, hence for any $x \in A$,
$\mathbb{E}\left\{g_{1}\left(Z ; \theta_{0,1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right) \mid X=x\right\}=\left(1-2 p_{1}(x)\right) f_{X}(x) \times w_{1}(x)=\left|2 p_{1}(x)-1\right| f_{X}(x) \times w_{1}(x)$.
Similarly, we have for any $x \in B, p_{1}(x) \geq 1 / 2$ and therefore
$\mathbb{E}\left\{g_{1}\left(Z ; \theta_{0,1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right) \mid X=x\right\}=\left(2 p_{1}(x)-1\right) f_{X}(x) \times w_{1}(x)=\left|2 p_{1}(x)-1\right| f_{X}(x) \times w_{1}(x)$.
and for any $x \in C$

$$
\begin{aligned}
& \mathbb{E}\left\{g_{1}\left(Z, \alpha_{1}, \beta_{1}, \mathbf{v}, \delta, f_{X}\right) \mid X=x\right\}=\left(2 p_{1}(x)-1\right) f_{X}(x) \times\left[2 \delta_{j}(x)-1\right] \times w_{1}(x) \\
& \quad=\left(2 p_{1}(x)-1\right) \times f_{X}(x) \times \operatorname{sgn}\left(2 p_{1}(x)-1\right) \times w_{1}(x)=\left|2 p_{1}(x)-1\right| f_{X}(x) \times w_{1}(x) .
\end{aligned}
$$

From above discussion, we have that $\mathbb{E} g_{1}\left(Z ; \theta_{0,1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right)=\int\left|2 p_{1}(x)-1\right| f_{X}^{2}(x) \times w_{1}(x) d x$. Now consider any $\theta_{1} \neq \theta_{0,1}$. Similarly, we define three regions, $\tilde{A}, \tilde{B}$ and $\tilde{C}$ as follows:

$$
\begin{aligned}
\tilde{A} & =\left\{x: x_{1}^{\prime} b_{1}-a_{1} v_{1}^{0}(x)<0\right\} \\
\tilde{B} & =\left\{x: x_{1}^{\prime} b_{1}-a_{1} v_{1}^{1}(x) \geq 0\right\} \\
\tilde{C} & =\left\{x: x_{1}^{\prime} b_{1}-a_{1} v_{1}^{0}(x) \geq 0>x_{1}^{\prime} b_{1}-a_{1} v_{1}^{1}(x)\right\}
\end{aligned}
$$

Note that $A \cap \tilde{B} \neq \varnothing$ and $B \cap \tilde{A} \neq \varnothing$.
For any $x \in \tilde{A}$,
$\mathbb{E}\left\{g_{1}\left(Z ; \theta_{1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right) \mid X=x\right\}=-\left(2 p_{1}(x)-1\right) f_{X}(x) \times w_{1}(x) \leq\left|2 p_{1}(x)-1\right| f_{X}(x) \times w_{1}(x)$.

Similarly, $\mathbb{E}\left\{g_{1}\left(Z ; \theta_{1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right) \mid X=x\right\} \leq\left|2 p_{1}(x)-1\right| \times f_{X}(x) w_{1}(x)$ for all $x \in \tilde{B}$ and $x \in \tilde{C}$. Thus we have

$$
\mathbb{E}\left\{g_{1}\left(Z ; \theta_{1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right) \mid X=x\right\} \leq \mathbb{E}\left\{g_{1}\left(Z ; \theta_{0,1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right) \mid X=x\right\}
$$

for any $x$ in the support.
Because for any $x \in A \cap \tilde{B}, p_{1}(x)<1 / 2$, and

$$
\begin{aligned}
\mathbb{E}\left\{g_{1}\left(Z ; \theta_{1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right) \mid X=x\right\}=\left(2 p_{1}(x)-1\right) f_{X}(x) \times w_{1}(x) \\
<\left|2 p_{1}(x)-1\right| f_{X}(x) \times w_{1}(x)=\mathbb{E}\left\{g_{1}\left(Z ; \theta_{0,1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right) \mid X=x\right\} .
\end{aligned}
$$

The inequality holds strictly as long as $f_{X}(x)>0$ and $w_{1}(x)>0$ for all $x \in A \cap \tilde{B}$. Therefore $\mathbb{E}\left\{g_{1}\left(Z ; \theta_{1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right)\right\}<\mathbb{E}\left\{g_{1}\left(Z ; \theta_{0,1}, \mathbf{v}_{1}, \delta_{1}, f_{X}\right)\right\}$.

## B.2. Proof of Theorem 3. By Lemmas 5 and 6,

$$
\sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\lambda})-L(\theta)\right|=o_{p}(1) .
$$

The consistency of the estimator then follows from Theorem 2.1 in Newey and McFadden (1994).
Let $\hat{\xi}_{j}(x)=\left[2 \hat{p}_{j}(x)-1\right] \hat{f}_{X}(x)$. Let further $\tilde{\xi}_{j}(x)=\hat{\xi}_{j}(x)+\left[\tilde{\xi}_{j}(x)-\hat{\xi}_{j}(x)\right] \times \mathbf{1}\left[\mid \hat{\xi}_{j}(x)-\right.$ $\left.\tilde{\xi}_{j}(x) \mid>n^{-\gamma}\right]$ and $\tilde{\delta}_{j}(x)=\mathbf{1}\left[\tilde{\xi}_{j}(x) \geq 0\right]$. Then $\tilde{\xi}_{j}$ is an (infeasible) estimator of $\tilde{\xi}_{j}$ such that $\sup _{x}\left|\tilde{\xi}_{j}(x)-\xi_{j}(x)\right| \leq n^{-\gamma}$ a.s..

Similarly, let $\tilde{v}_{j}^{0}(x)=\hat{v}_{j}^{0}(x)+\left[v_{j}^{0}(x)-\hat{v}_{j}^{0}(x)\right] \times \mathbf{1}\left\{\left|\hat{v}_{j}^{0}(x)-\left[v_{j}^{0}(x)-n^{-\gamma}\right]\right|>n^{-\gamma}\right\}$ and $\tilde{v}_{j}^{1}(x)=\hat{v}_{j}^{1}(x)+\left[v_{j}^{1}(x)-\hat{v}_{j}^{1}(x)\right] \times \mathbf{1}\left\{\left|\hat{v}_{j}^{1}(x)-\left[v_{j}^{1}(x)+n^{-\gamma}\right]\right|>n^{-\gamma}\right\}$. Moreover, we denote $\tilde{\lambda} \equiv(\tilde{\delta}, \tilde{\mathbf{v}})$.
B.3. Proof of Lemma 4. Remember $\mathbf{v}_{j}(t)=\left(v_{j}^{0}(\cdot)-t, v_{j}^{1}(\cdot)+t\right)$. Let $\mathcal{V}_{n}(\theta, t)=\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(t))$.

First, we have

$$
\begin{aligned}
\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(0))= & \mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}}) \\
+ & \mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}})- \\
& \mathcal{U}_{n}(\theta ; \hat{\delta}, \mathbf{v}(0))+\mathcal{U}_{n}(\theta ; \hat{\delta}, \mathbf{v}(0))-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(0)) \\
& \geq \mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}})+\mathcal{U}_{n}(\theta ; \hat{\delta}, \mathbf{v}(0))-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(0)),
\end{aligned}
$$

where the last step comes from Lemma 11. Then, by Lemmas 7 and 8 , we have

$$
\begin{aligned}
& \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}})\right| \leq o_{p}\left(n^{-2 / 3}\right), \\
& \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \mathbf{v})-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v})\right| \leq o_{p}\left(n^{-2 / 3}\right) .
\end{aligned}
$$

Let $T_{n} \equiv \sup _{\theta \in \Theta}\left\{\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}})\right|+\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \mathbf{v})-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v})\right|\right\}$, which is $o_{p}\left(n^{-2 / 3}\right)$. Thus

$$
\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(0)) \geq-T_{n} .
$$

By similar arguments as above and let $\Gamma_{n} \equiv \sup _{\theta \in \Theta}\left\{\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}})\right|+\mid \mathcal{U}_{n}\left(\theta ; \hat{\delta}, \mathbf{v}\left(2 n^{-\gamma}\right)\right)-\right.$ $\left.\mathcal{U}_{n}\left(\theta ; \delta, \mathbf{v}\left(2 n^{-\gamma}\right)\right) \mid\right\}$, we can show that

$$
\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}\left(\theta ; \delta, \mathbf{v}\left(2 n^{-\gamma}\right)\right) \leq \Gamma_{n}
$$

We define some notation before proceed the proof for Theorem 4. Define

$$
\begin{align*}
& \tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right) \\
& \quad=\frac{1}{2} \sum_{j=1,2}\left[\left(2 Y_{j \ell}-1\right) K_{h}\left(X_{\ell}, X_{i}\right) \vartheta_{j}\left(X_{i} ; \theta, \lambda\right)+\left(2 Y_{j i}-1\right) K_{h}\left(X_{i}, X_{\ell}\right) \vartheta_{j}\left(X_{\ell} ; \theta, \lambda\right)\right], \tag{13}
\end{align*}
$$

and $\overline{\mathcal{g}}\left(Z_{i} ; \theta, \lambda\right)=\mathbb{E}\left[\tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right) \mid Z_{i}\right]$. Let $\overline{\mathscr{G}}=\{\bar{g}(\cdot ; \theta, \lambda): \theta \in \Theta\}$ be a class of functions indexed by $\theta$. Let $\bar{G}$ be its envelope function. Note also that $\mathbb{E} \bar{G}^{2}<\infty$.

To simply notation, let $\mathcal{V}_{n}(\theta, t)=\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(t))$ and $\mathcal{V}(\theta ; t)=\mathbb{E} \mathcal{V}_{n}(\theta ; t)$. It then follows that $\mathcal{V}(\theta, 0)=\mathbb{E} \mathcal{U}_{n}(\theta ; \delta, \mathbf{v})$.
B.4. Proof of Theorem 4. The proof consists following two steps. In step 1, we establish the $\sqrt[3]{n}$-convergence of our estimator; in step 2 , we show the weak convergence of the rescaled sample criterion function. Our proof is an extension of Nolan and Pollard (1988, Theorem 5).

Step 1. Recall that $\bar{g}\left(Z_{i} ; \theta, \lambda\right)=\mathbb{E}\left[\tilde{g}\left(Z_{i}, Z_{i} ; \theta, \lambda\right) \mid Z_{i}\right]$. By the symmetry of $\tilde{g}$,

$$
\begin{align*}
& \sqrt{n}\left(\frac{1}{n(n-1)} \sum_{i \neq \ell} \tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)-\mathcal{V}(\theta, 0)\right) \\
& \quad=2 \sqrt{n}\left(\frac{1}{n} \sum_{i} \bar{g}\left(Z_{i} ; \theta, \lambda\right)-\mathcal{V}(\theta, 0)\right)+\frac{\sqrt{n}}{n(n-1)} \sum_{i \neq \ell} \tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right) \tag{14}
\end{align*}
$$

where

$$
\tilde{\tilde{g}}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)=\tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)-\bar{g}\left(Z_{i} ; \theta, \lambda\right)-\bar{g}\left(Z_{\ell} ; \theta, \lambda\right)+\mathcal{V}(\theta, 0) .
$$

Note that $\overline{\mathscr{G}}$ is actually a sum of two V-C class of functions and we can apply the maximal inequality of Kim and Pollard (1990, Section 3.1) to the first term on the right hand side of Equation (14), i.e. there exists a universal constant $J$ such that

$$
\sqrt{n} \mathbb{E} \sup _{\theta}\left|\frac{1}{n} \bar{g}\left(Z_{i}, \theta, \lambda\right)-\mathcal{V}(\theta, 0)\right|<J \sqrt{\mathbb{E} \bar{G}^{2}}
$$

The second term on the right hand side of Equation (14) is a degenerated $\mathcal{U}$-process. By Lemma 10, it is of order $O_{p}\left(1 / \sqrt{n h^{d}}\right)$ and hence is negligible. As a result, we can conclude that

$$
\begin{equation*}
\sqrt{n} \mathbb{E} \sup _{\theta}\left(\frac{1}{n(n-1)} \sum_{i \neq \ell} \tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)-\mathcal{V}(\theta, 0)\right) \leq J \sqrt{\mathbb{E} \bar{G}^{2}} \tag{15}
\end{equation*}
$$

With Equation (15) in hand, and following the exact argument of Kim and Pollard (1990, Lemma 4.1), we know that for each $\epsilon>0$, there exist random variables $\left\{M_{n}\right\}$ of order $O_{p}(1)$ independent with $\theta$, such that

$$
\begin{equation*}
\left|\left[\mathcal{V}_{n}(\theta, t)-\mathcal{V}(\theta, t)\right]-\left[\mathcal{V}_{n}\left(\theta_{0}, 0\right)-\mathcal{V}\left(\theta_{0}, 0\right)\right]\right| \leq \epsilon\left\|\theta-\theta_{0}\right\|^{2}+\epsilon t^{2}+n^{-\frac{2}{3}} M_{n}^{2} \tag{16}
\end{equation*}
$$

for all $(\theta, t) \in \Theta \times \mathbb{R}$, where $\mathcal{V}(\theta ; t)=\mathbb{E} \mathcal{V}_{n}(\theta ; t)$ and $\mathcal{V}_{n}(\theta, t)=\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(t))$.
By Lemma 12, there exist $\epsilon_{1}, \epsilon_{2}>0$ such that $\mathcal{V}\left(\hat{\theta}, 2 n^{-\gamma}\right)-\mathcal{V}\left(\theta_{0}, 0\right) \leq \epsilon_{1} h^{R}\left(\left\|\theta-\theta_{0}\right\|+2 n^{-\gamma}\right)-$ $2 \epsilon_{2}\left(\left\|\theta-\theta_{0}\right\|^{2}+4 n^{-2 \gamma}\right)$. Hence, if we choose $\epsilon=\epsilon_{2}$ and $(\theta, t)=\left(\hat{\theta}, 2 n^{-\gamma}\right)$ in Equation (16), we have

$$
\mathcal{V}_{n}\left(\hat{\theta}, 2 n^{-\gamma}\right)-\mathcal{V}_{n}\left(\theta_{0}, 0\right) \leq \epsilon_{1} h^{R}\left\|\hat{\theta}-\theta_{0}\right\|-\epsilon_{2}\left\|\hat{\theta}-\theta_{0}\right\|^{2}+2 \epsilon_{1} n^{-\gamma} h^{R}-4 \epsilon_{2} n^{-2 \gamma}+n^{-\frac{2}{3}} M_{n}^{2} .
$$

Moreover, by Lemma 4, we have

$$
\begin{aligned}
\mathcal{V}_{n}\left(\hat{\theta}, 2 n^{-\gamma}\right)=\mathcal{U}_{n}( & \left(\hat{\theta} ; \delta, \mathbf{v}\left(2 n^{-\gamma}\right)\right) \geq \mathcal{U}_{n}(\hat{\theta} ; \hat{\delta}, \hat{\mathbf{v}})-\Gamma_{n} \\
\quad \geq & \mathcal{U}_{n}\left(\theta_{0} ; \hat{\delta}, \hat{\mathbf{v}}\right)-\Gamma_{n} \geq \mathcal{U}_{n}\left(\theta_{0} ; \delta, \mathbf{v}(0)\right)-\Gamma_{n}-T_{n}=\mathcal{V}_{n}\left(\theta_{0}, 0\right)-\Gamma_{n}-T_{n} .
\end{aligned}
$$

Note that $\epsilon_{1} n^{-\gamma} h^{R}=o\left(n^{-2 \gamma}\right)=o\left(n^{-2 / 3}\right)$ by Assumption O. Hence

$$
\epsilon_{2}\left\|\hat{\theta}-\theta_{0}\right\|^{2}-\epsilon_{1} h^{R}\left\|\hat{\theta}-\theta_{0}\right\| \leq n^{-2 / 3} M_{n}^{2}+\Gamma_{n}+T_{n}+2 \epsilon_{1} n^{-\gamma} h^{R}=O_{p}\left(n^{-2 / 3}\right)
$$

from which we obtain a $\sqrt[3]{n}$ rate of convergence for our estimator.
Step 2. Given we have established the $\sqrt[3]{n}$ convergence rate, we now focus on the $\sqrt[3]{n}$-neighborhood of $\theta_{0}$. Let $Z_{n}(t)=n^{2 / 3}\left[\mathcal{U}_{n}\left(\theta_{0}+t n^{-1 / 3} ; \lambda\right)-\mathcal{U}_{n}\left(\theta_{0} ; \lambda\right)\right]$. By Kim and Pollard (1990, Theorem 2.7), it suffices to show that

$$
Z_{n}(t) \xrightarrow{d} W(t)-\frac{1}{2} t^{\prime} V t .
$$

Similarly as before, we define

$$
\begin{aligned}
& f_{i, \ell, n}(t)=\frac{n^{\frac{1}{6}}}{2} \sum_{j=1,2}\left(\left(2 Y_{\ell}-1\right) K_{h}\left(X_{\ell}-X_{i}\right) \bar{\vartheta}_{j}\left(X_{i} ; \theta_{0 j}+t_{j} n^{-\frac{1}{3}}\right)\right. \\
&\left.+\left(2 Y_{i}-1\right) K_{h}\left(X_{i}-X_{\ell}\right) \bar{\vartheta}_{j}\left(X_{\ell} ; \theta_{0 j}+t_{j} n^{-\frac{1}{3}}\right)\right),
\end{aligned}
$$

and a class of functions: $\mathscr{F}_{n}=\left\{f_{i, \ell, n}: t \in \mathbb{R}^{d}\right\}$. Let further $\widetilde{\mathscr{F}}_{n}=\left\{\tilde{f}_{i, \ell, n}: t \in \mathbb{R}^{d}\right\}$ where

$$
\begin{equation*}
\tilde{f}_{i, \ell, n}(t)=f_{i, \ell, n}(t)-\mathbb{E}\left[f_{i, \ell, n}(t) \mid X_{i}\right]-\mathbb{E}\left[f_{i, \ell, n}(t) \mid X_{\ell}\right]+\mathbb{E}\left[f_{i, \ell, n}(t)\right] . \tag{17}
\end{equation*}
$$

Denote $\widetilde{F}_{n}$ the envelope function of $\widetilde{\mathscr{F}}_{n}$.
With these definitions, $Z_{n}(t)=\frac{\sqrt{n}}{n(n-1)} \sum_{i \neq \ell} f_{i, \ell, n}(t)$ and

$$
\begin{equation*}
Z_{n}-\mathbb{E}\left[Z_{n}\right]=\frac{\sqrt{n}}{n(n-1)} \sum_{i \neq \ell} \tilde{f}_{i, \ell, n}+2 \sqrt{n}\left(\frac{1}{n} \sum_{i} \mathbb{E}\left[\tilde{f}_{i, \ell, n} \mid X_{i}\right]-\mathbb{E}\left[Z_{n}\right]\right) \tag{18}
\end{equation*}
$$

Applying Lemma 9 and by a similar argument as in Lemma $10, \frac{\sqrt{n}}{n(n-1)} \mathbb{E} \sup _{\tilde{f} \in \widetilde{\mathscr{F}}}\left|\sum_{i \neq \ell} \tilde{f}_{i, \ell, n}\right|$ is of order $\left(n h^{d}\right)^{-1 / 2} .{ }^{16}$ So the first term in Equation (18) is negligible. The distributional limit of $Z_{n}-\mathbb{E}\left[Z_{n}\right]$ is then determined by the second term in Equation (18). By Nolan and Pollard (1988,

[^13]Theorem 5), it is a mean zero Guassian process with covariance kernel defined by

$$
H(s, t)=\lim _{c \rightarrow \infty} 2 \sum_{j=1,2} \mathbb{E}\left\{\tilde{\xi}_{j}^{2} \bar{\vartheta}_{j}\left(X ; \theta_{0}+t / c, \lambda_{j}\right) \bar{\vartheta}_{j}\left(X ; \theta_{0}+s / c, \lambda_{j}\right)\right\} .
$$

Following the calculation in Kim and Pollard (1990, Example 6.4), we have $\mathbb{E}\left[Z_{n}\right]=-\frac{1}{2} t^{\prime} V t$ and

$$
\begin{aligned}
V & =\left.2 n^{\frac{1}{2}} \frac{\partial^{2} \mathbb{E} f_{i, \ell, n}(t)}{\partial t^{2}}\right|_{t=0} \\
& =2 \sum_{m=0,1} \sum_{j=1,2} \int \mathbf{1}\left\{x_{j}^{\prime} \beta_{j}-\alpha_{j} v_{j}=0\right\}\left[\dot{\kappa}_{m, j}\left(x_{j}, v_{j}\right)^{\prime} \theta_{0, j}\right] f_{X_{j}, v_{j}(X)}\left(x_{j}, v_{j}\right)\left(x_{j}^{\prime}, v_{j}\right)^{\prime}\left(x_{j}^{\prime}, v_{j}\right) d \sigma_{j}^{m} .
\end{aligned}
$$

This implies that $Z_{n} \xrightarrow{d} Z \equiv W-\frac{1}{2} t^{\prime} V t$. Given the convergence of $Z_{n}$ and the $\sqrt[3]{n}$-convergence rate of $\hat{\theta}$, by Kim and Pollard (1990, Theorem 2.7), $n^{1 / 3}\left(\hat{\theta}-\theta_{0}\right)$ converges in distribution to the random vector that uniquely maximizes $Z(t)$.
B.5. Proof of Theorem 5. The proof of Theorem 3 carries through for each $\theta \in \widehat{\Theta}$, which implies $\sup _{\theta \in \widehat{\Theta}} \rho\left(\theta, \Theta^{I}\right) \xrightarrow{p} 0$. On the other hand, following the proof of Manski and Tamer (2002, proposition 3.b), we have $\sup _{\theta \in \Theta^{I}} \rho(\theta, \widehat{\Theta}) \xrightarrow{p} 0$.

## Appendix C. Auxiliary Lemmas

Lemma 5. Suppose Assumptions $G$ to $K$ hold. Then

$$
\sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\lambda})-\mathcal{U}_{n}(\theta ; \lambda)\right|=o_{p}(1) .
$$

Proof. It suffices to show that

$$
\begin{align*}
& \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \delta, \hat{\mathbf{v}})\right|=o_{p}(1),  \tag{19}\\
& \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \delta, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v})\right|=o_{p}(1) . \tag{20}
\end{align*}
$$

We show Equation (19) first. Note that $\operatorname{Sgn}(\cdot)$ only takes value $-1,0$ or 1 , hence

$$
\sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \delta, \hat{\mathbf{v}})\right| \leq \frac{2}{n(n-1)} \sum_{i=1}^{n} \sum_{\ell \neq i}^{n} \sum_{j=1}^{2}\left|K_{h}\left(X_{\ell}-X_{i}\right)\right| \times\left|\hat{\delta}_{j}\left(X_{i}\right)-\delta_{j}\left(X_{i}\right)\right|
$$

then we have

$$
\mathbb{E} \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \delta, \hat{\mathbf{v}})\right| \leq 2 \sum_{j=1}^{2} \mathbb{E}\left\{\left|K_{h}\left(X_{\ell}-X_{i}\right)\right| \times\left|\hat{\delta}_{j}\left(X_{i}\right)-\delta_{j}\left(X_{i}\right)\right|\right\},
$$

where $\ell \neq i$. It suffices to show that for almost all $x \in \mathscr{X}$, there is

$$
\mathbb{E}\left\{\left|K_{h}\left(X_{\ell}-x\right)\right| \times\left|\hat{\delta}_{j}(x)-\delta_{j}(x)\right|\right\} \rightarrow 0
$$

Note that

$$
\mathbb{E}\left\{\left|K_{h}\left(X_{\ell}-x\right)\right| \times\left|\hat{\delta}_{j}(x)-\delta_{j}(x)\right|\right\} \leq \mathbb{E}\left|K_{h}\left(X_{\ell}-x\right)\right| \rightarrow f(x) \int|K(u)| d u<\infty .
$$

By dominant convergence theorem, it suffices to show that $\mathbb{E}\left(\left|\hat{\delta}_{j}(x)-\delta_{j}(x)\right| \mid X_{\ell}\right) \rightarrow 0$. Because

$$
\begin{aligned}
\mathbb{E}\left(\left|\hat{\delta}_{j}(x)-\delta_{j}(x)\right| \mid X_{\ell}\right)=\mathbb{P}( & {\left.\left[2 \hat{p}_{j}(x)-1\right] \hat{f}_{X}(x) \geq 0>\left[2 p_{j}(x)-1\right] f_{X}(x) \mid X_{\ell}\right) } \\
& +\mathbb{P}\left(\left[2 p_{j}(x)-1\right] f_{X}(x) \geq 0>\left[2 \hat{p}_{j}(x)-1\right] \hat{f}_{X}(x) \mid X_{\ell}\right),
\end{aligned}
$$

thus, by Assumptions I and K,

$$
\begin{aligned}
& \mathbb{P}\left(\left[2 \hat{p}_{j}(x)-1\right] \hat{f}_{X}(x) \geq 0>\left[2 p_{j}(x)-1\right] f_{X}(x) \mid X_{\ell}\right) \\
& \quad=\mathbb{P}\left(\frac{1}{n-1} \sum_{q \neq i, \ell}^{n}\left\{\left(2 Y_{j q}-1\right) \times K_{h}\left(X_{q}-x\right)\right\} \geq 0>\left[2 p_{j}(x)-1\right] f_{X}(x)\right)+o_{p}(1) \rightarrow 0 .
\end{aligned}
$$

Similarly,

$$
\mathbb{P}\left(\left[2 p_{j}(x)-1\right] f_{X}(x) \geq 0>\left[2 \hat{p}_{j}(x)-1\right] \hat{f}_{X}(x) \mid X_{\ell}\right) \rightarrow 0
$$

A similar argument holds for Equation (20), which concludes the proof.

## Lemma 6. Suppose Assumptions $G$ to $K$ are satisfied, then

$$
\sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \lambda)-L(\theta)\right|=o_{p}(1) .
$$

Proof. Recall that $\mathcal{U}_{n}(\theta ; \lambda)=\frac{1}{n(n-1)} \sum \sum_{i \neq \ell} \tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)$ is a $\mathcal{U}$-process ( $\tilde{g}$ is defined in Equation 13). It is easy to verify that the function class $\mathscr{G}=\{\tilde{g}: \theta \in \Theta\}$ has an integrable envelope function $\widetilde{G}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)$ such that $\mathbb{E} \widetilde{G}<\infty$. Since $\vartheta$ is a sum of indicator functions of $\theta$, the VC index of $\mathscr{G}$ is bounded by a constant that only depends on the dimension of regressors $d$. Then by Van der Vaart
and Wellner (1996, Theorem 2.6.7), its $\mathbb{L}_{r}$ covering number ( $r \geq 1$ ) is bounded by a constant only depends on $d$. Then it follows from Theorem 7 of Nolan and Pollard (1987) that

$$
\sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \lambda)-\mathbb{E} \mathcal{U}_{n}(\theta ; \lambda)\right|=o_{p}(1) .
$$

To conclude the proof, note that $\theta$ only appears in $\vartheta$, hence there exists some constant $C$ such that

$$
\sup _{\theta \in \Theta}\left|L(\theta)-\mathbb{E} \mathcal{U}_{n}(\theta ; \lambda)\right| \leq C \mathbb{E}\left|\hat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right| \xrightarrow{p} 0 .
$$

Lemma 7. Suppose that Assumptions $G$ and $L$ to $O$ hold. Then we have

$$
\begin{aligned}
& \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \boldsymbol{v})-\mathcal{U}_{n}(\theta ; \tilde{\delta}, \boldsymbol{v})\right| \leq o_{p}\left(n^{-2 / 3}\right), \\
& \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \hat{\boldsymbol{v}})-\mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\boldsymbol{v}})\right| \leq o_{p}\left(n^{-2 / 3}\right) .
\end{aligned}
$$

Proof. Because of similarity of the proof, here we only show the first inequality. First, because

$$
\begin{aligned}
& \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \mathbf{v})-\mathcal{U}_{n}(\theta ; \tilde{\delta}, \mathbf{v})\right| \\
& \\
& \qquad \frac{2}{n(n-1)} \sum_{i=1}^{n} \sum_{\ell \neq i}^{n} \sum_{j=1}^{2}\left|K_{h}\left(X_{\ell}-X_{i}\right)\right| \times \mathbf{1}\left[\left|\hat{\xi}_{j}\left(X_{i}\right)-\xi_{j}\left(X_{i}\right)\right|>n^{-\gamma}\right] .
\end{aligned}
$$

By Assumption N,

$$
\mathbb{E} \sup _{\theta \in \Theta}\left|\mathcal{U}_{n}(\theta ; \hat{\delta}, \mathbf{v})-\mathcal{U}_{n}(\theta ; \tilde{\delta}, \mathbf{v})\right| \leq \frac{2 \bar{K}}{h^{d}} \mathbb{E}\left\{\sum_{j=1}^{2} \mathbf{1}\left[\left|\hat{\xi}_{j}\left(X_{i}\right)-\xi_{j}\left(X_{i}\right)\right|>n^{-\gamma}\right]\right\} .
$$

Then it suffices to show that $n^{2 / 3} h^{-d} \mathbb{P}\left(\left|\hat{\xi}_{j}\left(X_{i}\right)-\xi_{j}\left(X_{i}\right)\right|>n^{-\gamma}\right) \rightarrow 0$, which follows from Lemma 14.

Lemma 8. Suppose that Assumptions $G$ and $L$ to $O$ hold, then

$$
\sup _{\theta \in \Theta ; t \in \mathbb{R}}\left|\mathcal{U}_{n}(\theta ; \tilde{\delta}, \boldsymbol{v}(t))-\mathcal{U}_{n}(\theta ; \delta, \boldsymbol{v}(t))\right| \leq o_{p}\left(n^{-2 / 3}\right)
$$

## Proof. Because

$$
\begin{aligned}
& \sup _{\theta \in \Theta ; t \in \mathbb{R}}\left|\mathcal{U}_{n}(\theta ; \tilde{\delta}, \mathbf{v}(t))-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(t))\right| \\
& \leq \frac{2}{n} \sum_{i=1}^{n} \sum_{j=1}^{2}\left|\hat{\xi}_{j}\left(X_{i}\right)\right| \times\left|\mathbf{1}\left[\tilde{\xi}_{j}\left(X_{i}\right) \geq 0\right]-\mathbf{1}\left[\tilde{\zeta}_{j}\left(X_{i}\right) \geq 0\right]\right| \\
& \quad \leq \frac{2}{n} \sum_{i=1}^{n} \sum_{j=1}^{2}\left|\hat{\xi}_{j}\left(X_{i}\right)\right| \times \mathbf{1}\left[\left|\xi_{j}\left(X_{i}\right)\right| \leq n^{-\gamma}\right] \times \mathbf{1}\left[\left|\tilde{\xi}_{j}\left(X_{i}\right)\right| \leq n^{-\gamma}\right] .
\end{aligned}
$$

The last step comes from the fact $\sup _{x}\left|\tilde{\xi}_{j}(x)-\xi_{j}(x)\right| \leq n^{-\gamma}$.
Thus by Assumption M,

$$
\mathbb{E} \sup _{\theta \in \Theta ; t \in \mathbb{R}}\left|\mathcal{U}_{n}(\theta ; \tilde{\delta}, \mathbf{v}(t))-\mathcal{U}_{n}(\theta ; \delta, \mathbf{v}(t))\right| \leq 2 n^{-\gamma} \sum_{j=1}^{2} \mathbb{P}\left(\left|\xi_{j}\right| \leq n^{-\gamma}\right)=O\left(n^{-2 \gamma}\right)
$$

The right hand side is $o\left(n^{-2 / 3}\right)$ by Assumption O . This concludes the proof.

Lemma 9. Let $\bar{\vartheta}_{j}\left(X ; \theta_{j}\right)=\vartheta_{j}\left(X ; \theta_{j}, \lambda_{j}\right)-\vartheta_{j}\left(X ; \theta_{0, j}, \lambda_{j}\right)$. Suppose that Assumptions $L$ and $M$ hold, then for any bounded functions $s(\cdot): \mathscr{X} \rightarrow \mathbb{R}$ and any $t \in \mathbb{R}^{d}$,

$$
n^{1 / 3} \int s(X) \bar{\vartheta}^{2}\left(X, \theta_{0}+t / n^{1 / 3}\right) f(X) d X=O(\|t\|) .
$$

Proof. Denote $X_{j}^{*}=\left(X_{j}^{\prime}, v_{j}^{0}\right), t=\left(t_{1}^{\prime}, t_{2}^{\prime}\right)^{\prime}, t_{j} \in \mathbb{R}^{d_{j}}$. By the functional form of $\bar{\vartheta}$ and the assumption that $s(\cdot)$ is bounded, it is sufficient to verify that

$$
n^{1 / 3} \int\left\{\mathbf{1}\left[X_{j}^{*} \theta_{0 j}+X_{j}^{*} \frac{t_{j}}{\sqrt[3]{n}} \geq 0\right]-\mathbf{1}\left[X_{j}^{*} \theta_{0 j} \geq 0\right]\right\} f(X) d X=O\left(\left\|t_{j}\right\|\right)
$$

The integral is bounded by

$$
n^{1 / 3}\left[\mathbb{P}\left(-X_{j}^{*} t_{j} / n^{1 / 3} \leq X_{j}^{*} \theta_{0 j} \leq 0\right)+\mathbb{P}\left(-X_{j}^{*} t_{j} / n^{1 / 3} \geq X_{j}^{*} \theta_{0 j} \geq 0\right)\right]
$$

By Assumptions L and M , it is of order $O\left(\left\|t_{j}\right\|\right)$.

Lemma 10. Suppose that Assumptions $G$ and $L$ to $N$ hold, then

$$
\mathbb{X}_{n} \equiv \frac{\sqrt{n}}{n(n-1)} \mathbb{E} \sup _{\theta \in \Theta}\left|\sum_{i \neq \ell} \tilde{\tilde{z}}_{i, \ell, n}\right|=O\left(\frac{1}{\sqrt{n h^{d}}}\right) .
$$

Proof. Write $\tilde{g}_{i, \ell}$ for $\tilde{g}_{i, \ell}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)$. Let $\widetilde{\mathscr{G}}=\left\{\tilde{\tilde{g}}_{i, \ell}: \theta \in \Theta\right\}$ be the class of functions of $\tilde{g}_{i, \ell}$ and $\tilde{\tilde{G}}$ be its envelop function. Note that $\frac{\sqrt{n}}{n(n-1)} \sum_{i \neq \ell} \tilde{\tilde{g}}_{i, \ell}$ is a degenerated $\mathcal{U}$-process. By Nolan and Pollard (1987, Theorem 6), $\mathbb{X}_{n}$ is bounded by $n^{-1 / 2} C_{1}\left(\mathbb{E} \tilde{G}^{2}\right)^{1 / 2}\left[1+\left(\mathbb{E} J_{n}^{2}(1)\right)^{1 / 2}\right]$, where $C_{1}$ is some universal constant and

$$
J_{n}(1)=\int_{0}^{1} \log N_{2}\left(x, T_{n}, \tilde{\mathscr{G}}, \tilde{\tilde{G}}\right) d x
$$

with $N_{2}\left(x, T_{n}, \widetilde{\mathscr{G}}, \tilde{\tilde{G}}\right)$ being the $\mathbb{L}_{2}$ covering number and $T_{n}$ being the empirical measure on all pairs $\left(Z_{i}, Z_{\ell}\right)$ in the definition of $g_{i, \ell}$. Hence it is sufficient to show that $\mathbb{E} \tilde{\tilde{G}}^{2}=O\left(h^{-d}\right)$ and $J_{n}(1)$ is bounded.

Consider $\mathbb{E} \tilde{\tilde{G}}^{2}$ first. Remember that

$$
\tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)=\tilde{g}\left(Z_{i}, Z_{\ell} ; \theta, \lambda\right)-\bar{g}\left(Z_{i} ; \theta, \lambda\right)-\bar{g}\left(Z_{\ell} ; \theta, \lambda\right)+\mathcal{V}(\theta, 0) .
$$

It is not hard to verify that there exists some positive constant $C_{2}$ such that

$$
\begin{align*}
\mathbb{E} \tilde{G}^{2} \leq C_{2} \mathbb{E}\left[K_{h}^{2}\left(X_{\ell}-X_{i}\right) \bar{\vartheta}^{2}\left(X_{i}, \theta\right)\right] & \\
& \leq C_{2} h^{-d} \iint K^{2}(u) \bar{\vartheta}^{2}\left(X_{i}, \theta\right) f\left(X_{i}+u h\right) f\left(X_{i}\right) d u d X_{i} \tag{21}
\end{align*}
$$

The right hand side is $O\left(h^{-d}\right)$ and since $f$ is bounded and $\int|K(u)| d u<\infty$.
Now we consider the term $J_{n}(1)$. By smoothness Assumptions L to N , we know that as an argument of $\tilde{\tilde{g}}_{i, \ell}, \theta$ either appears in an indicator function (through the term $\bar{\vartheta}$ ) or appears in a bounded and continuous function (through the expectations of $\bar{\vartheta}$ ). By Nolan and Pollard (1987, Lemma 16, 18, and 19), $\tilde{\mathscr{G}}$ is an Euclidean class and hence $J_{n}(1)$ is finite.

Lemma 11. Suppose that Assumptions A to $G$ and $L$ to $O$ hold. Then $\forall \theta \in \Theta$,

$$
\mathcal{U}_{n}(\theta ; \hat{\delta}, \boldsymbol{v}(0)) \leq \mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\boldsymbol{v}}) \leq \mathcal{U}_{n}\left(\theta ; \hat{\delta}, \boldsymbol{v}\left(2 n^{-\gamma}\right)\right) .
$$

Proof. Write $\hat{\zeta}_{j i}$ for $\hat{\xi}_{j}\left(X_{i}\right)$. Note that when $\tilde{v}_{j}^{0} \leq \tilde{v}_{j}^{1}$, we have

$$
\begin{aligned}
& \mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}})=L_{n}\left(a, b ; \hat{p}, \hat{f}_{X}, \hat{\delta}, \tilde{\mathbf{v}}\right) \\
& \begin{aligned}
&=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{2} \hat{\xi}_{j}\left(X_{i}\right)\left\{\mathbf{1}\left[\hat{\xi}_{j}\left(X_{i}\right) \geq 0\right] \operatorname{sgn}\left(X_{j i}^{\prime} b_{j}-\alpha_{j} \tilde{v}_{j}^{0}\right)+\mathbf{1}\left[\hat{\xi}_{j}\left(X_{i}\right)<0\right] \operatorname{sgn}\left(X_{j i}^{\prime} b_{j}-\alpha_{j} \tilde{v}_{j}^{1}\right)\right\} \\
&= \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{2} \hat{\xi}_{j i} \operatorname{sgn}\left(\hat{\xi}_{j i}\right)-\frac{2}{n} \sum_{i=1}^{n} \sum_{j=1}^{2} \hat{\xi}_{j i}^{-} \times\left\{\mathbf{1}\left[X_{j i}^{\prime} b_{j}-a_{j} \tilde{v}_{j}^{1}\left(X_{i}\right) \geq 0\right]\right\} \\
& \quad-\frac{2}{n} \sum_{i=1}^{n} \sum_{j=1}^{2} \hat{\xi}_{j i}^{+} \times\left\{\mathbf{1}\left[X_{j i}^{\prime} b_{j}-a_{j} \tilde{v}_{j}^{0}\left(X_{i}\right) \leq 0\right]\right\},
\end{aligned}
\end{aligned}
$$

where $\hat{\zeta}_{j i}^{-}=-\min \left\{\hat{\tilde{\zeta}}_{j i}, 0\right\}$ and $\hat{\xi}_{j i}^{+}=\max \left\{\hat{\xi}_{j i}, 0\right\}$.
By construction, $\tilde{v}_{j}^{0} \leq v_{j}^{0} \leq v_{j}^{1} \leq \tilde{v}_{j}^{1}$. Thus

$$
\begin{aligned}
\mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}})-\mathcal{U}_{n}(\theta ; \hat{\delta}, \mathbf{v})=\frac{2}{n} \sum_{i=1}^{n} & \sum_{j=1}^{2} \hat{\xi}_{i}^{-} \times\left\{\mathbf{1}\left[a_{j} v_{j}^{1}\left(X_{i}\right) \leq X_{j i}^{\prime} b_{j}<a_{j} \tilde{v}_{j}^{1}\left(X_{i}\right)\right]\right\} \\
& +\frac{2}{n} \sum_{i=1}^{n} \sum_{j=1}^{2} \hat{\xi}_{i}^{+} \times\left\{\mathbf{1}\left[a_{j} \tilde{v}_{j}^{0}\left(X_{i}\right)<X_{j i}^{\prime} b_{j} \leq a_{j} v_{j}^{0}\left(X_{i}\right)\right]\right\} \geq 0 .
\end{aligned}
$$

Similarly, we can show $\mathcal{U}_{n}(\theta ; \hat{\delta}, \tilde{\mathbf{v}}) \leq \mathcal{U}_{n}\left(\theta ; \hat{\delta}, \mathbf{v}\left(2 n^{-\gamma}\right)\right)$.

Lemma 12. Suppose that Assumptions $A$ to $G$ and $L$ to $O$ hold. Thus, there exist $\epsilon_{1}, \epsilon_{2} \in \mathbb{R}^{+}$such that

$$
\mathcal{V}\left(\hat{\theta}, 2 n^{-\gamma}\right)-\mathcal{V}\left(\theta_{0}, 0\right) \leq \epsilon_{1} h^{R}\left(\left\|\hat{\theta}-\theta_{0}\right\|+2 n^{-\gamma}\right)-2 \epsilon_{2}\left(\left\|\hat{\theta}-\theta_{0}\right\|^{2}+4 n^{-2 \gamma}\right)
$$

Proof. First, by Taylor expansion,

$$
\begin{aligned}
\mathcal{V}(\theta, t)-\mathcal{V}\left(\theta_{0}, 0\right)= & \mathcal{V}_{\theta}\left(\theta_{0}, 0\right)\left(\theta-\theta_{0}\right)+\mathcal{V}_{t}\left(\theta_{0}, 0\right) \times t \\
& +\left(\theta-\theta_{0}\right)^{\prime} \mathcal{V}_{\theta \theta}\left(\theta^{\dagger}, t^{\dagger}\right)\left(\theta-\theta_{0}\right)+\mathcal{V}_{t t}\left(\theta^{\dagger}, t^{\dagger}\right) t^{2}+2\left(\theta-\theta_{0}\right)^{\prime} \mathcal{V}_{\theta t}\left(\theta^{\dagger}, t^{\dagger}\right) t
\end{aligned}
$$

where $\left(\theta^{\dagger}, t^{\dagger}\right)$ between $\left(\theta_{0}, 0\right)$ and $(\theta, t)$. Because $\mathcal{V}_{\theta \theta}, \mathcal{V}_{\theta t}$ and $\mathcal{V}_{t t}$ are continuous in a neighborhood of $\left(\theta_{0}, 0\right)$ and strictly negative definite at $\left(\theta_{0}, 0\right)$, then

$$
\left(\theta-\theta_{0}\right)^{\prime} \mathcal{V}_{\theta \theta}\left(\theta^{\dagger}, t^{\dagger}\right)\left(\theta-\theta_{0}\right)+\mathcal{V}_{t t}\left(\theta^{\dagger}, t^{\dagger}\right) t^{2}+2\left(\theta-\theta_{0}\right)^{\prime} \mathcal{V}_{\theta t}\left(\theta^{\dagger}, t^{\dagger}\right) t \leq-2 \epsilon_{2}\left(\left\|\theta-\theta_{0}\right\|^{2}+t^{2}\right)
$$

for some $\epsilon_{2}>0$ in a neighborhood of $\left(\theta_{0}, 0\right)$. Thus we have

$$
\mathcal{V}\left(\hat{\theta}, 2 n^{-\gamma}\right)-\mathcal{V}\left(\theta_{0} ; 0\right) \leq \mathcal{V}_{\theta}^{\prime}\left(\theta_{0}, 0\right)\left(\hat{\theta}-\theta_{0}\right)+\mathcal{V}_{t}\left(\theta_{0}, 0\right) \times 2 n^{-\gamma}-2 \epsilon_{2}\left(\left\|\hat{\theta}-\theta_{0}\right\|^{2}+4 n^{-2 \gamma}\right) .
$$

It remains to show that $\left\|\mathcal{V}_{\theta}\left(\theta_{0}, 0\right)\right\| \leq \epsilon_{1} h^{R}$ and $\left\|\mathcal{V}_{t}\left(\theta_{0}, 0\right)\right\| \leq \epsilon_{1} h^{R}$ for some $\epsilon_{1}>0$.
Let $\overline{\mathcal{V}}(\theta, t) \equiv \sum_{j=1,2} \mathbb{E}\left\{\xi_{j}(X) \times \vartheta_{j}(X ; \theta, \delta, \mathbf{v}(t))\right\}$. Note that
$\mathbb{E}\left\{\xi_{j}(X) \times \vartheta_{j}(X ; \theta, \delta, \mathbf{v}(t))\right\}=-\mathbb{E} \xi_{j}(X)+2 \mathbb{E} \xi_{j}(X) \mathbf{1}\left(X_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(X)+a_{j} t \geq 0\right) \mathbf{1}\left(\xi_{j}(X) \geq 0\right)$

$$
+2 \mathbb{E} \xi_{j}(X) \mathbf{1}\left(X_{j}^{\prime} b_{j}-a_{j} v_{j}^{1}(X)-a_{j} t \geq 0\right) \mathbf{1}\left(\xi_{j}(X)<0\right)
$$

$\operatorname{Let} \bar{\zeta}_{j}^{+}\left(x_{j}, v_{j}\right)=\mathbb{E}\left[\xi_{j}^{+}(X) \mid X_{j}=x_{j}, v_{j}^{0}(X)=v_{j}\right]$ and $\bar{\zeta}_{j}^{-}\left(x_{j}, v_{j}\right)=\mathbb{E}\left[\xi_{j}^{-}(X) \mid X_{j}=x_{j}, v_{j}^{1}(X)=v_{j}\right]$.
Thus

$$
\begin{gathered}
\overline{\mathcal{V}}_{\theta}\left(\theta_{0}, 0\right)=2 \sum_{j=1}^{2}\left(I+\left\|\theta_{0}\right\|^{-2} \theta_{0} \theta_{0}^{\prime}\right) \int \mathbf{1}\left(x_{j}^{\prime} b_{j}-a_{j} v_{j}=0\right) \bar{\zeta}_{j}^{+}\left(x_{j}, v_{j}\right) f_{X_{j}, v_{j}^{0}(X)}\left(x_{j}, v_{j}\right)\left(x_{j}^{\prime}, v_{j}\right)^{\prime} d \sigma^{0} \\
-2 \sum_{j=1}^{2}\left(I+\left\|\theta_{0}\right\|^{-2} \theta_{0} \theta_{0}^{\prime}\right) \int \mathbf{1}\left(x_{j}^{\prime} b_{j}-a_{j} v_{j}=0\right) \bar{\xi}_{j}^{-}\left(x_{j}, v_{j}\right) f_{X_{j}, v_{j}^{1}(X)}\left(x_{j}, v_{j}\right)\left(x_{j}^{\prime}, v_{j}\right)^{\prime} d \sigma^{1}=0
\end{gathered}
$$

where $\sigma^{0}, \sigma^{1}$ are surface measures on the corresponding lines and the last step comes from the fact that along the line $\left[X_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(X)=0\right]$, we have $\xi_{j}^{+}(X)=0$; and along the other line $\left[X_{j}^{\prime} b_{j}-a_{j} v_{j}^{1}(X)=0\right]$, we have $\xi_{j}^{-}(X)=0$. Similarly, $\mathcal{V}_{t}\left(\theta_{0}, 0\right)=0$. So it suffices to show that $\left\|\mathcal{V}_{\theta}\left(\theta_{0}, 0\right)-\overline{\mathcal{V}}_{\theta}\left(\theta_{0}, 0\right)\right\| \leq \epsilon_{1} h^{R}$ and $\left\|\mathcal{V}_{t}\left(\theta_{0}, 0\right)-\overline{\mathcal{V}}_{t}\left(\theta_{0}, 0\right)\right\| \leq \epsilon_{1} h^{R}$ for some $\epsilon_{1}>0$.

## Consider

$$
\mathcal{V}(\theta, t)-\overline{\mathcal{V}}(\theta, t)=\sum_{j=1,2} \mathbb{E}\left\{\int_{\mathbb{R}^{d}}\left[\xi_{j}(X+h s)-\xi_{j}(X)\right] K(s) d s \times \vartheta_{j}(X ; \theta, \delta, \mathbf{v}(t))\right\} .
$$

Let $\phi_{j}(x)=\int_{\mathbb{R}^{d}} \xi_{j}(x+h t) K(t) d t-\xi_{j}(x)$. By Assumption $\mathrm{N}, \forall x, n, j, \phi_{j}(x) \leq C_{1} \times h^{R}$ for some $C_{1} \in \mathbb{R}^{+}$. Because

$$
\begin{aligned}
\frac{\partial \mathbb{E}\left\{\phi_{j}(X) \times \vartheta_{j}(X ; \theta, \lambda)\right\}}{\partial \theta}=2 \frac{\partial \mathbb{E} \phi_{j}(X) \mathbf{1}\left(X_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(X) \geq 0\right) \mathbf{1}\left(\xi_{j}(X) \geq 0\right)}{\partial \theta} \\
+2 \frac{\partial \mathbb{E} \phi_{j}(X) \mathbf{1}\left(X_{j}^{\prime} b_{j}-a_{j} v_{j}^{1}(X) \geq 0\right) \mathbf{1}\left(\xi_{j}(X)<0\right)}{\partial \theta}
\end{aligned}
$$

Let further $\zeta_{n, j}^{1}\left(x_{j}, v_{j}\right)=\mathbb{E}\left[\phi_{j}(X) \mathbf{1}\left(\xi_{j}(X) \geq 0\right) \mid X_{j}=x_{j}, v_{j}^{1}(X)=v_{j}\right]$ and, similarly, $\zeta_{n, j}^{0}\left(x_{j}, v_{j}\right)=$ $\mathbb{E}\left[\phi_{j}(X) \mathbf{1}\left(\xi_{j}(X)<0\right) \mid X_{j}=x_{j}, v_{j}^{0}(X)=v_{j}\right]$. Then, by calculation,

$$
\begin{gathered}
\left.\frac{\partial \mathbb{E} \phi_{j}(X) \mathbf{1}\left(X_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(X) \geq 0\right) \mathbf{1}\left(\xi_{j}(X) \geq 0\right)}{\partial \theta}\right|_{\theta=\theta_{0}} \\
\quad=\left.\frac{\partial \int_{\mathbb{R}} \int_{\mathbb{R}^{d_{j}}} \zeta_{n, j}^{0}\left(x_{j}, v_{j}\right) f_{X_{j}, v_{j}^{0}(X)}\left(x_{j}, v_{j}\right) \mathbf{1}\left(x_{j}^{\prime} b_{j}-a_{j} v_{j}(X) \geq 0\right) d x_{j} d v_{j}}{\partial \theta}\right|_{\theta=\theta_{0}} \\
=\left(I+\left|\theta_{0}\right|^{-2} \theta_{0} \theta_{0}^{\prime}\right) \int_{\mathbb{R}^{d_{j}+1}} \mathbf{1}\left(x_{j}^{\prime} \beta_{j}-\alpha_{j} v_{j}(x)=0\right) \zeta_{n, j}^{0}\left(x_{j}, v_{j}\right) f_{X_{j}, v_{j}^{0}(X)}\left(x_{j}, v_{j}\right)\left(x_{j}^{\prime}, v_{j}\right)^{\prime} d \sigma^{0} .
\end{gathered}
$$

Since $\zeta_{n, j}^{0}\left(x_{j}, v_{j}\right) \leq C_{1} h^{R}$ for all $x_{j}, v_{j}$ and $n$. Then there exists a constant $C \in \mathbb{R}^{+}$such that

$$
\left\|\left.\frac{\partial \mathbb{E} \phi_{j}(X) \mathbf{1}\left(X_{j}^{\prime} b_{j}-a_{j} v_{j}^{0}(X) \geq 0\right) \mathbf{1}\left(\xi_{j}(X) \geq 0\right)}{\partial \theta}\right|_{\theta=\theta_{0}}\right\| \leq C h^{R} .
$$

Therefore, we can choose $\epsilon_{1}>0$ such that $\left\|\mathcal{V}_{\theta}\left(\theta_{0}, 0\right)-\overline{\mathcal{V}}_{\theta}\left(\theta_{0}, 0\right)\right\| \leq \epsilon_{1} h^{R}$. By a similar argument, we also have $\left\|\mathcal{V}_{t}\left(\theta_{0}, 0\right)-\overline{\mathcal{V}}_{t}\left(\theta_{0}, 0\right)\right\| \leq \epsilon_{1} h^{R}$.

Lemma 13 (Bernstein's tail inequality). Let $X_{1}, \cdots, X_{n}$ be independent real-valued random variables with zero mean, such that $\forall i,\left|X_{i}\right| \leq M$ a.s. Defining $\sigma^{2}=n^{-1} \sum_{i=1}^{n} \operatorname{Var}\left(X_{i}\right)$ and $S_{n}=\sum_{i=1}^{n} X_{i}$. Then for any $\epsilon>0$, we have

$$
\mathbb{P}\left(\frac{1}{n}\left|S_{n}\right|>\epsilon\right) \leq 2 \exp \left(-\frac{n \epsilon^{2}}{2 \sigma^{2}+\frac{2}{3} M \epsilon}\right)
$$

Lemma 14. Suppose that assumptions $G, L$ to $O$ hold. Then for any $k>0$

$$
n^{k} \mathbb{P}\left\{\left|\hat{\xi}_{j}\left(X_{i}\right)-\xi_{j}\left(X_{i}\right)\right|>n^{-\gamma}\right\} \rightarrow 0 .
$$

Proof. By Dominated Convergence theorem, it suffices to show $n^{k} \mathbb{P}\left\{\left|\hat{\xi}_{j}(x)-\xi_{j}(x)\right|>n^{-\gamma}\right\} \rightarrow 0$ for any $x \in \mathscr{X}$.

Because

$$
\begin{aligned}
& \mathbb{P}\left\{\left|\hat{\xi}_{j}(x)-\xi_{j}(x)\right|>n^{-\gamma}\right\} \leq \mathbb{P}\left\{\left|\hat{\zeta}_{j}(x)-\mathbb{E} \hat{\zeta}_{j}(x)\right|+\left|\mathbb{E} \hat{\xi}_{j}(x)-\xi_{j}(x)\right|>n^{-\gamma}\right\} \\
& \leq \mathbb{P}\left\{\left|\hat{\zeta}_{j}(x)-\mathbb{E} \hat{\zeta}_{j}(x)\right|>n^{-\gamma}-\left|\mathbb{E} \hat{\zeta}_{j}(x)-\xi_{j}(x)\right|\right\}=\mathbb{P}\left\{\frac{1}{n}\left|\sum_{\ell=1}^{n}\left(w_{j \ell}-\mathbb{E} w_{j \ell}\right)\right|>\tau_{j n}\right\}
\end{aligned}
$$

where $w_{j \ell}=\left(2 y_{j \ell}-1\right) \times K\left(\frac{X_{\ell}-x}{h}\right)$ and $\tau_{j n}=h^{d}\left[n^{-\gamma}-\left|\mathbb{E} \hat{\zeta}_{j}(x)-\xi_{j}(x)\right|\right]$. Thus, by Bernstein's tail inequality (Lemma 13),

$$
\mathbb{P}\left\{\frac{1}{n}\left|\sum_{\ell=1}^{n}\left(w_{j \ell}-\mathbb{E} w_{j \ell}\right)\right|>\tau_{n}\right\} \leq 2 \exp \left(-\frac{n \tau_{n}^{2}}{2 \operatorname{Var}\left(w_{j \ell}\right)+\frac{2}{3} \bar{K} \tau_{n}}\right)
$$

Note that by Assumption M and N , we have $\mathbb{E} \hat{\xi}_{j}(x)-\xi_{j}(x)=O_{p}\left(h^{R}\right)$. Then under Assumption O , for sufficient large $n$, we have $0.5 h^{d} n^{-\gamma} \leq \tau_{j n} \leq h^{d} n^{-\gamma}$. It should also be noted that

$$
\operatorname{Var}\left(w_{j \ell}\right) \leq \mathbb{E} w_{j \ell}^{2} \leq \mathbb{E} K^{2}\left(\frac{X-x}{h}\right) \leq C_{0} h^{d}
$$

where $C_{0}=\bar{K}^{2} \sup _{x} f_{X}(x)<\infty$. Hence, we have

$$
\mathbb{P}\left\{\frac{1}{n}\left|\sum_{\ell=1}^{n}\left(w_{j \ell}-\mathbb{E} w_{j \ell}\right)\right|>\tau_{n}\right\} \leq 2 \exp \left(-\frac{\frac{1}{4} n h^{2 p} n^{-2 \gamma}}{2 C_{0} h^{d}+\frac{2}{3} \bar{K} h^{d} n^{-\gamma}}\right)=2 \exp \left(-\frac{\frac{1}{4} n h^{d} n^{-2 \gamma}}{2 C_{0}+\frac{2}{3} \bar{K} n^{-\gamma}}\right)
$$

For sufficient large $n$, we have $\frac{2}{3} \bar{K} n^{-\gamma} \leq 1$ and $n h^{d} n^{-2 \gamma}>n^{2 r_{0}}$ (by Assumption O). Hence,

$$
\mathbb{P}\left\{\frac{1}{n}\left|\sum_{\ell=1}^{n}\left(w_{j \ell}-\mathbb{E} w_{j \ell}\right)\right|>\tau_{n}\right\} \leq 2 \exp \left(-\frac{n^{2 r_{0}}}{2 C_{0}+1}\right)
$$

Therefore, given arbitrary $k>0$

$$
n^{k} \mathbb{P}\left\{\left|\hat{\xi}_{j}(x)-\xi_{j}(x)\right|>n^{-\gamma}\right\} \leq n^{k} \exp \left(-\frac{n^{2 r_{0}}}{2 C_{0}+1}\right) \rightarrow 0
$$

## Appendix D. Tables in Section 6

Table 1. Average bias and std of mis-specified MLE (Figure 1)

|  | $n=500$ | $n=1000$ | $n=3000$ |
| :--- | :---: | :---: | :---: |
| $r=0$ | $0.074(0.426)$ | $0.085(0.291)$ | $0.060(0.167)$ |
| $r=0.1$ | $0.110(0.418)$ | $0.114(0.285)$ | $0.093(0.159)$ |
| $r=0.2$ | $0.146(0.414)$ | $0.140(0.284)$ | $0.141(0.161)$ |
| $r=0.3$ | $0.186(0.390)$ | $0.200(0.278)$ | $0.188(0.153)$ |
| $r=0.4$ | $0.275(0.398)$ | $0.285(0.278)$ | $0.272(0.149)$ |
| $r=0.5$ | $1.085(0.397)$ | $0.382(0.280)$ | $0.367(0.147)$ |
| $r=0.6$ | $0.461(0.373)$ | $0.475(0.263)$ | $0.461(0.145)$ |
| $r=0.7$ | $0.583(0.379)$ | $0.587(0.252)$ | $0.570(0.144)$ |

Standard deviation reported in the parentheses.

Table 2. Average bias and std of our estimator (Figure 1)

|  | $n=500$ | $n=1000$ | $n=3000$ |
| :--- | :---: | :---: | :---: |
| $r=0$ | $0.018(1.108)$ | $0.003(1.002)$ | $0.042(0.801)$ |
| $r=0.1$ | $0.128(1.068)$ | $0.007(0.992)$ | $0.070(0.742)$ |
| $r=0.2$ | $0.030(1.042)$ | $0.051(0.950)$ | $0.042(0.770)$ |
| $r=0.3$ | $0.045(1.072)$ | $0.042(0.911)$ | $0.043(0.781)$ |
| $r=0.4$ | $0.086(1.047)$ | $0.063(0.965)$ | $0.120(0.802)$ |
| $r=0.5$ | $0.095(1.043)$ | $0.125(0.953)$ | $0.071(0.732)$ |
| $r=0.6$ | $0.076(1.063)$ | $0.067(0.900)$ | $0.046(0.747)$ |
| $r=0.7$ | $0.065(1.020)$ | $0.080(0.946)$ | $0.061(0.734)$ |

Standard deviation reported in the parentheses.

Table 3. Average bias and std under different DGPs (Figure 3)

| DGP | Estimator | $n=1000$ | $n=3000$ |
| :--- | :--- | :---: | :---: |
| eq. (1) | Ours | $0.045(0.771)$ | $0.029(0.527)$ |
|  | L-Z's | $-0.284(0.109)$ | $-0.272(0.071)$ |
| eq. (11) | Ours | $0.057(0.742)$ | $0.070(0.589)$ |
|  | L-Z's | $0.004(0.111)$ | $0.001(0.074)$ |

Standard deviation reported in the parentheses.
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[^1]:    ${ }^{1}$ Athey (2001) provides the pioneering result that an MSBE generally exists in a large class of games, which are referred as supermodular or log-supermodular games.

[^2]:    ${ }^{2}$ See Section 7 for an extension to the case of $\alpha_{j} \leq 0$. In this paper, we consider the case where the strategic component is a constant and there are no exogenous regressors affecting $\alpha_{j}$. Such a specification restriction simplifies our discussion and notation.

[^3]:    ${ }^{3}$ We use a simple case to illustrate this. Suppose that $U$ and $X$ are independent, then

    $$
    u_{1}+\alpha_{1} \mathbb{P}\left(U_{2} \leq u_{2} \mid X=x, U_{1}=u_{1}\right)=u_{1}+\frac{\alpha_{1}}{f U_{U_{1}}\left(u_{1}\right)} \frac{\partial C\left(F_{U_{1}}\left(u_{1}\right), F_{U_{2}}\left(u_{2}\right)\right)}{\partial u_{1}} .
    $$

[^4]:     some $k>0$. Then $U_{1}$ and $U_{2}$ are positive regression dependent, but neither affiliated nor with the decreasing inverse hazard rate.

[^5]:    ${ }^{6}$ We thank Aureo de Paula for his comments on this. In this paper, we focus on identification and estimation and leave rigorous investigation on this issue as future research.

[^6]:    $\overline{7}$ If we choose a weighting function $w_{j}(\cdot) \neq 1$, we could write our sample objective function as

    $$
    \mathcal{U}_{n}(\theta ; \lambda)=\frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{\ell \neq i}^{n} \sum_{j=1}^{2}\left\{\left(2 Y_{j \ell}-1\right) K_{h}\left(X_{\ell}-X_{i}\right) \vartheta_{j}\left(X_{i} ; \theta_{j}, \lambda_{j}\right) w_{j}\left(X_{i}\right)\right\}
    $$

[^7]:    ${ }^{8}$ In Manski and Tamer (2002), it is assumed that $\mathbb{P}\left\{\left(x, v_{1}, v_{0}\right): \mathbb{P}\left(y=1 \mid x, v_{1}, v_{0}\right)=1-\alpha\right\}=0$, where $v_{0}$ and $\nu_{1}$ are bounds of the unobserved regressor.

[^8]:    ${ }^{9}$ It is not necessary that all the regressors are continuous random variables. Similar arguments can be carried through with additional notation.

[^9]:    ${ }^{10}$ Large variance generates $X$ with big absolute values, which mimic extremely "large" or "small" markets.

[^10]:    ${ }^{11}$ We estimate the unknown functions using a third order kernel proposed in Pagan and Ullah (1999, Section 2.7.2). Bandwidth is chosen to be propositional to $n^{-1 / 8}$. We also use a weighting function $w(x)=$ $\min \left\{K,\|x\|^{3}\right\}$ for some large $K$.

[^11]:    ${ }^{13}$ Not vice versa, however, our estimator is still consistent when the data are generated from the econometric model in Aradillas-Lopez (2010), since our bounds are still valid. See Table 3 in Appendix D for more detailed results.
    ${ }^{14}$ We generate covariates from the following distribution (other configurations are the same as in Section 6)

    $$
    \begin{cases}X_{1,1} \sim U[0,2], & X_{2,1} \sim U[-1,1], \\ X_{1,1} \sim N(0,4), & X_{2,1} \sim N(0,4), \\ \text { with p. } 0.8 \\ \text { with p. } 0.2\end{cases}
    $$

[^12]:    ${ }^{15}$ As an anonymous referee correctly pointed out, in this case the positive strategic effect may be confounded with positive signal correlation.

[^13]:    ${ }^{16} \mathrm{The}$ extra $n^{1 / 6}$ re-norming appears in $f_{i, \ell, n}$ is taken care of by the $n^{-1 / 3}$ term inside the sign functions.

